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Abstract—In-band full-duplex communications have been spotlighted because they can double the spectral efficiency of the current wireless communication systems. However, it is necessary to mitigate the self-interference (SI). Currently, several time-domain and frequency-domain SI cancellers have been proposed. Time-domain SI cancellers are based on the parallel Hammerstein (PH) model, and they have good flexibility with high computational cost. In contrast, frequency-domain SI cancellers can achieve high cancellation performance with low computational cost but they have less flexibility than time-domain PH based SI cancellers. In this paper, we propose a frequency-domain SI canceller based on the PH model. The proposed scheme estimates the frequency response of the SI channel and regenerates SI signals by the overlap-save method. Therefore, the computational complexity of the proposed scheme is less than time-domain PH based SI canceller. The performance of the proposed scheme is assessed by equivalent baseband signal simulations of a full-duplex transceiver. As a result, the proposed scheme achieves high SI cancellation as the time-domain PH based SI canceller with low computational cost. In addition, the convergence performance of the proposed scheme is faster than the time-domain scheme.

I. INTRODUCTION

In-band full duplex (IBFD) communications attract research attention because they are expected to improve the spectral efficiency compared to conventional half-duplex systems. However, self-interference (SI) are caused by simultaneous transmission and reception at the same frequency and limits the channel capacity [1]. On IBFD, it is necessary to reduce the power of the SI signal to the noise floor to demodulate the desired signal.

Recently, some IBFD systems and techniques have been researched [1]–[14]. A received SI signal is canceled by a radio-frequency (RF) analog SI canceller. The balun canceller [3] reduces a line of sight (LOS) component of the SI signal, and the multi-tap RF canceller [4] can reduce several delayed SI signals. Digital SI cancellers are necessary to eliminate long delayed and remained SI signals since RF cancellers cannot reduce the power of the SI signal to the noise floor. Digital SI cancellation algorithms can be classified into three categories: time-domain algorithms, frequency-domain algorithms, and reference receiver based algorithms. Time-domain digital SI cancellation algorithms [6]–[9] assume the SI channel including a transceiver path to be the parallel Hammerstein model, and they have good flexibility. For example, they can be trained by basic adaptive filters and choose components of canceled SI signal by changing basis functions. However, least mean squares (LMS) and recursive least squares learning methods for them need computational cost of $O(PN)$ and $O(P^2N^2)$, respectively, and it is high for mobile terminals, where $P$ is the number of their basis functions, and $N$ is the number of taps of each branched FIR filter. Frequency-domain digital SI cancellation algorithms [3], [10], [11] have less flexibility than the Hammerstein based time-domain canceller. They estimate frequency responses of the SI channel in frequency-domain, and it needs low computational cost by using fast Fourier transform (FFT). The other category is the SI canceller with a reference receiver [12], [13]. They achieve high SI cancellation with simple algorithms but they need an additional auxiliary receiver.

In this paper, we propose a frequency-domain SI cancellation algorithm based on the parallel Hammerstein model. In a training period, it transmits appropriate symbols and estimates frequency responses of the SI channel in frequency-domain. Then, the SI-canceled signal is computed by the overlap-save method. The proposed scheme achieves high SI cancellation with low computational cost and good flexibility like time-domain cancellers.

II. SELF-INTERFERENCE SIGNAL MODEL

The structure of a transceiver subject to this study is presented in Fig. 1. In this section, we derive the SI signal model on the transceiver. The transceiver consists of a transmitter and a receiver which have RF components such as IQ mixers, filters, and amplifiers. The method of the transceiver is orthogonalized frequency division multiplexing (OFDM). The isolation between a transmit antenna and a receive antenna is achieved by a passive antenna isolation, and a simple RF SI canceller which cancels only LOS SI signal is used. For simplicity, desired signals are not received, and both RF filters and variable gain amplifiers (VGA) of the transceiver have ideal characteristics.

A. IQ Mixer

The transmission baseband signal $x[n]$ is converted to an analog baseband signal by digital to analog converter (DAC), and it is up-converted by an IQ mixer. On an ideal IQ mixer, equivalent baseband signal of the output signal from the IQ mixer is equal to the input signal of the IQ mixer. But in fact, that is not satisfied because an actual IQ mixer has imbalances between I- and Q-phase carrier signals. Thus, the output signal of the transmitter IQ mixer can be expressed as

$$x_{IQ}(t) = g_{IQ}^{TX}(\tau) \ast x(t) + g_{IQ}^{RX}(\tau) \ast x^*(t), \quad (1)$$

The final version of record is available at http://dx.doi.org/10.1109/WCNC.2017.7925765.

©2017 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to servers or lists, or reuse of any copyrighted component of this work in other works.
where \( g_1^{TX}(\tau) \) and \( g_2^{TX}(\tau) \) are I- and Q-phase impulse responses of the transmitter IQ mixer [15], and the binary operator \( f * g \) denotes a convolution of \( f \) and \( g \). An indicator of the imbalance is called input intercept rate (IIR), and it is defined as

\[
\text{IRR}^{TX}(f) = \frac{|G_1^{TX}(f)|^2}{|G_2^{TX}(f)|^2},
\]

where \( G_1^{TX}(f) \) and \( G_2^{TX}(f) \) are frequency responses of \( g_1^{TX}(t) \) and \( g_2^{TX}(t) \), respectively.

On the assumption that \( G_1^{TX}(f) \) and \( G_2^{TX}(f) \) are constant at a whole band, the output signal of the transmitter IQ mixer can be simplified to

\[
x_{IQ}(t) = x(t) * \frac{x^*(t)}{\text{IRR}^{TX}}.
\]

On the same assumption, the output signal of the receiver IQ mixer can be written by

\[
y_{IQ}(t) = y_{VGA}(t) + \frac{y^*_{VGA}(t)}{\text{IRR}^{RX}},
\]

where \( \text{IRR}^{RX} \) is an IIR of the receiver IQ mixer, and \( y_{VGA}(t) \) is the output signal of the receiver VGA.

### B. Power Amplifier

The output signal of the transmitter IQ mixer \( x_{IQ}(t) \) is amplified by the power amplifier (PA) before transmitting from the antenna. Practical characteristics of a PA can be assumed to be linear at low output power, but the distorted output signal cannot be ignored for SI cancellers at high output power. The output signal at the PA is expressed as

\[
x_{PA}(t) = f_{PA}(\tau) * \left( a_1 x_{IQ}(t) + x_{IMD}(t) \right),
\]

\[
x_{IMD}(t) = a_3 \psi_3(x_{IQ}(t)) + a_5 \psi_5(x_{IQ}(t)) + \cdots,
\]

\[
\psi_p(x) = x |x|^{p-1},
\]

where \( f_{PA}(\tau) \) is an impulse response of the PA, and \( x_{IMD}(t) \) is an intermodulation distortion signal, and \( a_p \) is a gain of a distorted signal \( \psi_p \).

The indicator of the nonlinearity is called input intercept point, IIP, or output intercept point, OIP. When the power of the linear output signal is equal to the power of the third distorted output signal, the power of the input signal is equal to IIP, and the power of the output signal is equal to OIP.

### C. Self-Interference Coupling Channel

The received SI signal at the receive antenna can be written by

\[
y_{\text{ANT}}(t) = h(\tau) * x_{PA}(t) + n_{th}(t),
\]

where \( h(\tau) \) is an impulse response of the SI channel and \( n_{th}(t) \) is a thermal noise. The SI channel is strongly coupling, and a LOS wave is stronger than multi-path waves because the receive antenna is placed near the transmit antenna. Thus the characteristic of the SI channel is modeled to Rician fading channel, and its parameter is \( K = 25 - 40 \) dB when the distance between the transmit antenna and the receive antenna is less than 0.5 m [16]. The isolation between the transmit antenna and the receive antenna can be higher by using directional antennas and absorbers [17].

### D. Received Self-Interference signal

Taking RF impairments into account, the quantized received signal is written as

\[
y = \sum_{p: \text{odd}} \left( h_p * \psi_p(x) + h'_p * \psi'_p(x) \right) + z,
\]

where \( h_p \) and \( h'_p \) are impulse responses of the SI channel, and \( z \) is a total noise at the receiver. The received SI signal at frequency-domain is expressed as

\[
Y = \sum_{p: \text{odd}} \left( H_p \Psi_p + H'_p \Psi'_p \right) + Z,
\]

where \( \Psi_p \) is a frequency-domain symbol of the \( p \)-th distorted transmitted signal, and \( \Psi'_p \) is an image signal of \( \Psi_p \). In addition, \( H_p \) and \( H'_p \) are frequency responses of \( \Psi_p \) and \( \Psi'_p \), respectively. Thus, the received frequency-domain signal \( Y \) can be described as a linear combination of \( \Psi_p \) and \( \Psi'_p \).

### III. PROPOSED FREQUENCY-DOMAIN CANCELLER BASED ON PARALLEL HAMMERSTEIN MODEL

In this section, we describe the proposed frequency-domain SI canceller based on the parallel Hammerstein model as shown in Fig. 2. The frequency responses \( H_p \) and \( H'_p \) are estimated in the training period of the proposed scheme. In the canceling period, the received SI signal is regenerated by the overlap-save method with \( H_p \) and \( H'_p \).
A. Generating Training Symbols

In the training period of the proposed scheme, the transmission symbol, \( x_k \), is manipulated from a pure OFDM symbol to utilize effects of the cyclic prefix (CP) as shown in Fig. 3. The swapping manipulation is necessary to achieve high SI cancellation, because there are no discontinuities in an OFDM symbol, and they appear between symbols. Additionally, \( H_{p,k} \), which is the frequency response of \( \psi_p(x_k) \), can be estimated with high accuracy by the CP.

The first step of generating training symbols is to modulate training bits to \( X_k \) by QAM and to convert them to a time-domain symbol \( x_{k}^{\text{FFT}} \), such that
\[
x_{k}^{\text{FFT}} = \text{IFFT}\{X_k\},
\]
where the operator \( \text{IFFT}\{\} \) is the inverse fast Fourier transform operator.

In the second step of generating, the first half of \( x_{2k}^{\text{FFT}} \) is swapped to the first half of \( x_{2k+1}^{\text{FFT}} \), such that
\[
x_{2k}^{\text{SWP}} = \left\{ x_{2k+1}^{\text{FFT}}, [0...N_{\text{FFT}}/2], x_{2k}^{\text{FFT}}, [N_{\text{FFT}}/2...N_{\text{FFT}}] \right\}, \tag{10}
\]
\[
x_{2k+1}^{\text{SWP}} = \left\{ x_{2k}^{\text{FFT}}, [0...N_{\text{FFT}}/2], x_{2k+1}^{\text{FFT}}, [N_{\text{FFT}}/2...N_{\text{FFT}}] \right\}, \tag{11}
\]
where \( N_{\text{FFT}} \) is the FFT size of OFDM, and \( s[n] \) is equal to \( \{s[n], s[n+1], \ldots, s[n+m-1]\} \). By this manipulation, discontinuities are produced in OFDM symbols without destructing the CP structure, and the parameter estimator of the proposed method can estimate discontinuities of the SI signal with high accuracy. Furthermore, the number of swapped OFDM training symbols can be less than pure OFDM training symbols because side lobes increased by discontinuities become the minority in all power of the SI signal.

In the final step of generating training symbols, \( x_{k}^{\text{SWP}} \) is used \( N_{\text{SWP}} \) times as a transmission symbol \( x_{k}^{\text{Tr}} \), and pure OFDM symbol \( x_{k}^{\text{FFT}} \) is used as a transmission signal after transmitting \( x_{k}^{\text{SWP}} \) as written by
\[
x_{k}^{\text{Tr}} = \begin{cases} x_{k}^{\text{SWP}} & \text{for } k < N_{\text{SWP}}, \\ x_{k}^{\text{FFT}} & \text{for } k \geq N_{\text{SWP}}. \end{cases} \tag{12}
\]

Then, the transmission symbols \( x_{k}^{\text{Tr}} \) and \( N_{\text{CP}} \)-sized CP are jointed as (13) and transmitted.
\[
x_k[n] = \text{AddCP}\left\{x_k^{\text{Tr}}\right\} , \tag{13}
\]
\[
\text{AddCP}\left\{z\right\} = \left\{z_{[0...N_{\text{FFT}}-N_{\text{CP}}...N_{\text{FFT}}]}, z\right\}. \tag{14}
\]

B. Frequency-Domain Training

On the proposed method, the frequency response of the SI channel can be estimated by well-known adaptive algorithms in frequency-domain scheme, and they estimate the frequency response of the SI channel at each discrete frequency, \( f \), independently. Least squares (LS), recursive LS (RLS) and normalized least mean squares (NLMS) algorithms applied to the proposed scheme are shown in the following.

1) Least squares parameter estimation:

LS algorithm is one of the most fundamental parameter estimation algorithms. At digital baseband, the received signal can be expressed as
\[
Y_k[f] = \text{FFT}\left\{y_k,[N_{\text{CP}}...N_{\text{CP}}+N_{\text{FFT}}]\right\}[f] \tag{15}
\]
\[
= H_{1,k}[f]\psi_{1,k}[f] + H_{2,k}[f]\psi_{2,k}[f] + \cdots + H_{P,k}[f]\psi_{P,k}[f] + Z_k[f], \tag{16}
\]
\[
\Psi_{p,k} = \begin{cases} \text{FFT}\left\{\psi_p(x_k^{\text{Tr}})\right\}, & \text{for odd } p, \\ \text{FFT}\left\{\psi_{p-1}(x_k^{\text{Tr}})\right\}, & \text{for even } p, \end{cases} \tag{17}
\]
where \( y_k \) is the \( k \)-th received symbol and \( Z_k[f] \) is total noise at the receiver.
To apply LS algorithm for estimating the frequency response, $H_{p,k}[f]$ is assumed to be static and equal to $H_p[f]$. Additionally, we introduce vector-matrix notations, $Y[f]$, $\Psi[f]$ and $H[f]$, such that

$$Y[f] = \begin{bmatrix} Y_0[f] & Y_1[f] & \cdots & Y_{N_b}-1[f] \end{bmatrix}^T,$$

$$\Psi[f] = \begin{bmatrix} \Psi_{1,0}[f] & \Psi_{2,0}[f] & \cdots & \Psi_{P,0}[f] \\ \Psi_{1,1}[f] & \Psi_{2,1}[f] & \cdots & \Psi_{P,1}[f] \\ \vdots & \vdots & \ddots & \vdots \\ \Psi_{1,N_b-1}[f] & \Psi_{2,N_b-1}[f] & \cdots & \Psi_{P,N_b-1}[f] \end{bmatrix},$$

$$H[f] = \begin{bmatrix} H_1[f] & H_2[f] & \cdots & H_P[f] \end{bmatrix}^T,$$

where $N_b$ is the number of training bits, and $P$ is the number of basis functions. By using vector-matrix notations, $Y[f]$ can be expressed as

$$Y[f] = \Psi[f]H[f] + Z[f],$$

where $Z[f]$ consists of $Z_k[f]$. Then, the LS-estimated frequency responses are expressed as

$$\hat{H}[f] = \left[ \hat{H}_1[f] \ \hat{H}_2[f] \ \cdots \ \hat{H}_P[f] \right]^T = (\Psi^H[f]\Psi[f])^{-1}\Psi^H[f]Y[f].$$

2) Recursive least squares parameter estimation:

LS algorithm requires matrix inversion or singular value decomposition (SVD). On the other hand, recursive LS algorithm can recursively estimate parameters which minimize least square errors without matrix inversion and SVD. On the proposed scheme, RLS algorithm is expressed as

$$\Psi_k[f] = \begin{bmatrix} \Psi_{1,k}[f] & \Psi_{2,k}[f] & \cdots & \Psi_{P,k}[f] \end{bmatrix}^T,$$

$$\hat{H}_k[f] = \hat{H}_{k-1}[f] + E_k[f]G_k[f],$$

$$E_k[f] = Y_k[f] - \Psi_k^H[f]\hat{H}_{k-1}[f],$$

$$G_k[f] = \frac{P_k^{-1}[f]\Psi_k^H[f]}{\lambda + \Psi_k^H[f]P_k^{-1}[f]\Psi_k[f]},$$

$$P_k[f] = \lambda^{-1}\left( P_{k-1}[f] - G_k[f]\Psi_k[f]P_{k-1}[f] \right),$$

where $\Psi_k[f]$ is the $k$-th input signal vector of an RLS adaptive filter at a discrete frequency, $f$, and $\hat{H}_k[f]$ is the $k$-th estimated frequency response at $f$, and $\lambda$ is called forgetting factor. Furthermore, $\hat{H}_k[f]$ and $P_k[f]$ are initialized to 0 and $\delta^{-1}\mathbf{I}$ where $\delta$ is very small positive value. The total number of multiplications of complex values for computing (23)-(27) is $4P^2 + 4P$.

3) Normalized least mean squares parameter estimation:

NLMS parameter estimation algorithm has much lower computation cost and complexity than RLS algorithm. NLMS algorithm is expressed as

$$\hat{H}_k[f] = \hat{H}_{k-1}[f] + \frac{\mu}{Q_k[f]}E_k[f]\Psi_k^H[f],$$

$$E_k[f] = Y_k[f] - \Psi_k^H[f]\hat{H}_{k-1}[f],$$

$$Q_k[f] = (1-\alpha)Q_{k-1}[f] + \alpha\Psi_k^H[f]\Psi_k[f],$$

where $\mu$ and $\alpha$ are positive constant values, and $\Psi_k[f]$ and $\hat{H}_k[f]$ are the same values as for RLS. The total number of multiplications of complex values for computing (28)-(30) is $2P$, and it is $N$ times faster than the time-domain NLMS, where $N$ is the number of taps of a time-domain FIR filter.

C. Time-Domain Canceling Using Frequency Response

In this section, we describe the overlap-save method for the proposed scheme on time-domain using $H_{p,k}[f]$ without conversion to impulse responses. When a signal $x$ is periodic, $(h * x)$ is known as a circular convolution and it can be computed efficiently with FFT algorithm by IFFT $\{\text{FFT } \{x\}\}$ IFFT $\{h\}$. In general, this algorithm is not used to regenerate SI signals because the transmitted signal is not periodic. For this reason, SI signals are regenerated by the overlap-save method [18] expressed as

$$\psi_{p,i}^{RG}[n] = \text{IFFT}_{2N_{FFT}} \left\{ \psi_{p,i}^{RG} \right\} \{ N_{FFT} - N_{CP} + n \},$$

$$\psi_{p,i}^{RG} = \left\{ \begin{array}{ll} H_{p,k}\text{FFT}_{2N_{FFT}} \{ \psi_{p,i}^{RG}(x_i) \}, & \text{for odd } p, \\ H_{p,k}\text{FFT}_{2N_{FFT}} \{ \psi_{p,i}^{RG}(x_i) \}, & \text{for even } p, \end{array} \right.$$}

$$x_i = \{ 0, 1, \ldots, N \}$$

where $\psi_{p,i}^{RG}[n]$ is the $p$-th distorted $i$-th generated OFDM symbol of the SI signal, and FFT$_M$ is the $M$-sized FFT and inverse FFT, respectively. Finally, the digital SI canceled signal can be written by

$$y^{DC}_{i}[n] = y_i[n] - \sum_{p=1}^{P} \psi_{p,i}^{RG}[n].$$

D. Computational Cost and Complexity

We describe the derivation process of computational cost and complexity of the proposed scheme in the following.

In the training period of the proposed scheme, received OFDM symbols are decomposed to discrete frequency components by FFT after removing CPs. This process requires $\frac{1}{2}N_{FFT}\log_2N_{FFT}$ times multiplications of two complex numbers per symbol. The transmitted symbols before adding CPs are distorted by $\psi_{p}(\cdot)$ and also decomposed to discrete frequency components by FFT, where $\psi_{p}(\cdot)$ can be computed a priori and implemented by a lookup table. The total computational cost of transforming received and transmitted symbols to frequency-domain is $\frac{1}{4}(P+2)N_{FFT}\log_2N_{FFT}$ per symbol because FFT $\{\psi_{p}^{DC}(x)\}$ can be computed by frequency-inversion and conjugation of FFT $\{\psi_{p}(x)\}$. In the next step of the training period, the proposed scheme estimates $H_{p,k}[f]$ from $Y_k[f]$ and $\Psi_{p,k}[f]$. NLMS algorithm and RLS algorithm require $2P$ and $4P^2 + 4P$ complex multiplications per discrete frequency per symbol, respectively. Thus, the whole computational cost of the training period is $\frac{1}{4}(P+2)N_{FFT}\log_2N_{FFT} + AN_{FFT}$ per symbol, where $A$ is $2P$ (NLMS used) or $4P^2 + 4P$ (RLS used).

In the canceling period, the overlap-save method is used $P$ times on the proposed scheme. By the same trivial technique for computing FFT $\{\psi_{p}^{DC}(x)\}$, this process requires $\frac{1}{4}P N_{FFT}\log_2N_{FFT} + 1$ complex multiplications per symbol since one time overlap-save method can be computed by $2N_{FFT}$-sized FFT, IFFT, and multiplications.
TABLE I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oversampling rate</td>
<td>4</td>
</tr>
<tr>
<td>Modulation</td>
<td>OFDM</td>
</tr>
<tr>
<td>Constellation</td>
<td>16QAM</td>
</tr>
<tr>
<td>Size of FFT Nfft</td>
<td>226</td>
</tr>
<tr>
<td>Number of subcarriers</td>
<td>52</td>
</tr>
<tr>
<td>Cyclic prefix NCP</td>
<td>64 samples</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>80M samples/sec</td>
</tr>
<tr>
<td>Transmit data</td>
<td>Uniform-random data</td>
</tr>
<tr>
<td>RF channel after RF-SIC</td>
<td>Rayleigh fading</td>
</tr>
<tr>
<td>Channel order</td>
<td>64 samples</td>
</tr>
<tr>
<td>Transmit power</td>
<td>15 dBm</td>
</tr>
<tr>
<td>IRR</td>
<td>varied</td>
</tr>
<tr>
<td>Highest order of IMD</td>
<td>3</td>
</tr>
<tr>
<td>IIP</td>
<td>17 dBm</td>
</tr>
<tr>
<td>PA Gain</td>
<td>27 dB</td>
</tr>
<tr>
<td>Noise figure of LNA</td>
<td>4 dB</td>
</tr>
<tr>
<td>Number of ADC bits</td>
<td>14 bits</td>
</tr>
<tr>
<td>Basis functions</td>
<td>{x, x^2, x</td>
</tr>
</tbody>
</table>

IV. PERFORMANCE SIMULATIONS

In this section, we evaluate the performance of the proposed scheme by equivalent baseband signal simulations of a full-duplex transceiver as shown in Fig. 1. The simulation parameters are presented as TABLE I, which are based on [7]. In this simulations, the dynamic range of the receiver ADC is about 79 dB [19]. The imbalance of IQ mixers is realized by adding an image signal, and the coefficients of nonlinearity of the PA are predetermined based on IIP. The parameters of both RLS algorithm and LMS algorithm are set to the optimal coefficients which can achieve the best steady-state cancellation performance in each canceller. This scenario ensures that the results show the true performance of each canceller. Additionally, in this simulations, the SI cancellation rate is defined as

\[
\text{Cancellation} = \frac{\mathbb{E}[|y|^2]}{\mathbb{E}[|y_{\text{DC}}|^2]}, \tag{35}
\]

where \(\mathbb{E}[s]\) denotes the expected value of \(s\).

A. Cancellation Performance

Fig. 4 shows the cancellation performance of both the proposed frequency-domain parallel Hammerstein based method (FH) and time-domain parallel Hammerstein based method (PH) [8]. In addition, the parameters of both cancellers are optimized by LS algorithm, and the self-interference and noise power ratio (INR) varies from 20 dB to 80 dB, where INR is defined as

\[
\text{INR} = \frac{\mathbb{E}\left[G_{\text{LNA}}^2 | (h(t) - h_{\text{RF}}(t)) \ast x_{\text{PA}}(t)|^2\right]}{\mathbb{E}\left[|n_{\text{LNA}}(t)|^2\right]}, \tag{36}
\]

where \(h_{\text{RF}}(t)\) is the impulse response of the RF SI canceller, and \(G_{\text{LNA}}\) is the gain of the receiver LNA, and \(n_{\text{LNA}}(t)\) is a total noise of the output signal of the receiver LNA. In the situation of Fig. 4, the number of training symbols, \(N_{\text{TR}}\), is 60 and swapped training symbols, \(N_{\text{SWP}}\), is \(\infty\), and both SI cancellers can be assumed to be trained completely. The cancellation performance of the proposed scheme is similar to the time-domain method, and they achieve perfect cancellation of the SI signal when INR is below 60 dB even under worse IRR. Thus, the proposed method has a comprehensive cancellation capability as same as the time-domain method. When INR is higher than 70 dB, SI cancellation is saturated because linear combinations of the basis functions of TABLE I cannot represent the received SI signal completely. The complete set of basis functions are discussed in [20], and in our future work, we apply them to the proposed method.

In Fig. 5, the convergence of both cancellers with NLMS and RLS algorithm is shown at INR = 50 dB and \(N_{\text{SWP}} = \infty\). The proposed scheme with RLS algorithm achieves about 49 dB SI cancellation with three or four training symbols, and the time-domain scheme achieves about 49 dB SI cancellation with 28 training symbols. Hence, convergence speed of the frequency-domain scheme with RLS algorithm is faster than the time-domain scheme because the time-domain scheme is saturated when the RLS adaptive filter is used, the frequency-domain scheme offers about 49 dB SI cancellation with 38 training symbols, but the time-domain scheme cannot reach 40 dB for the first 60 symbols. This is due to the same reason for the RLS case.

Fig. 6 shows the convergence of the frequency-domain scheme with RLS algorithm when \(N_{\text{SWP}}\) is changed from 0 to 4. The proposed scheme cannot achieve 50-dB SI cancellation at \(N_{\text{SWP}} < 3\), and the result at \(N_{\text{SWP}} = 4\) is similar to the case of \(N_{\text{SWP}} = \infty\) shown in Fig. 5. Consequently, the sufficient number of \(N_{\text{SWP}}\) is four to achieve high SI cancellation.

B. Computational Complexity and Cost

TABLE II shows computational complexity and cost of the time-domain parallel Hammerstein based SI canceller and the proposed frequency-domain parallel Hammerstein based SI canceller when the parameters are the same as simulation evaluations. At deriving complexity, the number of basis functions, \(P\), and the number of taps of a time-domain FIR filter, \(N\), are assumed to be variables, and other parameters are treated as constant. Besides, the number of operations is calculated as multiplications of two complex numbers. The proposed scheme with RLS algorithm is about \(4.02 \times 10^5\) times faster than the time-domain scheme with RLS algorithm and about \(5.22\) times faster than the time-domain scheme with NLMS algorithm at the training period. In addition, at the canceling period, the proposed scheme is about \(5.93\) times faster than the time-domain scheme.

\begin{table}[h]
\centering
\caption{Simulation Specifications}
\begin{tabular}{|l|l|}
\hline
Parameter          & Value       \\
\hline
Oversampling rate  & 4           \\
Modulation         & OFDM        \\
Constellation      & 16QAM       \\
Size of FFT Nfft   & 226         \\
Number of subcarriers | 52     \\
Cyclic prefix NCP  & 64 samples  \\
Sampling rate      & 80M samples/sec \\
Transmit data      & Uniform-random data \\
RF channel after RF-SIC | Rayleigh fading \\
Channel order      & 64 samples  \\
Transmit power     & 15 dBm      \\
IRR                & varied      \\
Highest order of IMD | 3       \\
IIP                & 17 dBm      \\
PA Gain            & 27 dB       \\
Noise figure of LNA | 4 dB   \\
Number of ADC bits | 14 bits     \\
Basis functions    & \{x, x^2, x|x|^4, x^2|x|^4, x|x|^8, x^2|x|^8\} \\
\hline
\end{tabular}
\end{table}
V. Conclusion

In this paper, we have proposed a frequency-domain digital self-interference canceller based on the parallel Hammerstein model. The proposed scheme decreases computational cost by estimating the characteristic of the SI channel on frequency-domain and using overlap-save method for regenerating SI signals. In addition, the proposed scheme has good compatibility with the time-domain parameter estimation algorithms such as least squares, recursive least squares, and normalized least mean square algorithm. The performance of the proposed scheme is assessed by equivalent baseband signal simulations of a full-duplex transceiver. The results show that the proposed scheme achieves high SI cancellation as well as the time-domain scheme and fast convergence with low computational cost.
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