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Abstract—This paper presents an iterative estimation and can-
cellation technique for nonlinear in-band full-duplex transceivers
with IQ imbalances and amplifier nonlinearities. The estimation
process of the proposed scheme consists of three stages, namely,
the channel response estimation, IQ imbalance estimation, and
power amplifier and low-noise amplifier (LNA) nonlinearities es-
timation. For the estimation of the parameters and improvement
of the accuracy, distortions are compensated by cancellation
or inversion with the latest estimated parameters. On the one
hand, the channel response is estimated on the time domain;
on the other hand, the IQ imbalance and nonlinearities are
estimated on the frequency domain for a more straightforward
estimation and superior accuracy. In the cancellation process of
the proposed scheme, the received signal is compensated with
the estimated parameters of the LNA and receiver IQ imbalance
before cancellation because the desired signal is received with
a high-power self-interference and is distorted by the radio-
frequency receiver impairments. Simulation results show that the
proposed technique can achieve higher cancellation performance
compared with the Hammerstein canceller when the LNA is
saturated by the self-interference. Additionally, the performance
of the proposed canceller converges much faster than that of the
Hammerstein canceller.

Index Terms—Full-duplex radio, self-interference, digital can-
cellation, IQ imbalance, amplifier nonlinearity.

I. INTRODUCTION

IN-band full-duplex communications, which transmit and
receive information at the same time and same frequency

band, have the capability to increase the channel capacity
of conventional wireless communication systems [1]. Full-
duplex communication can replace the conventional half-
duplex communication system, and its application to various
communication systems, such as wireless local area networks
(WLAN) [2], [3], device-to-device relay communications [4],
[5], cellular networks [6], [7], and self-backhauling sys-
tems [8], has been studied. Self-interference is the most chal-
lenging obstacle to realize full-duplex communications, and it
is important to reduce the self-interference to the thermal noise
level. Generally, the self-interference signal is gradually elim-
inated by introducing antenna isolation and self-interference
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cancellation in the analog radio frequency (RF) domain and
the digital baseband domain [9], [10]. For example, if the
transmission power is 20 dBm and the thermal noise level
is −90 dBm, the total performance of all self-interference
cancellation stages needs to reach 110 dB. Furthermore, it
is difficult to achieve high self-interference cancellation due
to the constraints of systems and the nonlinearity of analog
circuits.

A. Review of Previous Research: Analog Approach
Whenever the low-noise amplifier (LNA) and analog-to-

digital converter (ADC) of the receiver are saturated due to
strong self-interference, eliminating self-interference in digital
baseband becomes difficult. Thus, sufficient self-interference
cancellation in the analog stage is necessary to eliminate
the self-interference signal. For example, if the transmission
power is 20 dBm and the saturated input level of the LNA is
−10 dBm, the analog cancellation needs to be at least 40 dB
to guarantee a 10 dB peek-to-average-power ratio (PAPR). In
the literature [11]–[21], two major ways to reduce the self-
interference signal in the analog domain have been proposed.

The first step for suppressing self-interference is to increase
the transceiver isolation between the transmitter and receiver
chains. In full-duplex systems, two methods to accomplish this
exist: sharing an antenna for transmission and reception [12],
and separating antennas [13]. In the antenna-sharing method,
isolation between transmitters and receivers is only approx-
imately 15 dB [12] because it depends on the circulator’s
isolation. In antenna-separation systems, high isolation can be
achieved by orthogonalization of the polarization and direc-
tion, or by increasing the distance between the antennas [11].
However, in small terminals, such as smartphones and IoT
devices, the amount of isolation is reduced owing to size
restrictions. The equivalent baseband models for these two
configurations are the same, although they have different
characteristics. Accordingly, we do not impose any restrictions
on the antenna configuration in this study.

The second step for suppressing self-interference is analog
RF-domain cancellation, which is performed to prevent sat-
uration in the receiver LNA and ADC. The most researched
analog cancellation scheme [1], [12]–[16] is a multi-tapped
delay-line RF canceller that consists of digital controllers and
passive elements, such as splitters, variable attenuators, vari-
able phase shifters, and delay lines. This delay-line canceller
can remove both the linear self-interference signal and non-
linear components of the power amplifier (PA) output signal
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because the canceller uses signals obtained by linear conver-
sion of the PA output signal. We can configure this canceller
flexibly because the number of delay lines can be increased
or decreased depending on the system specifications, cost
requirements, and size restrictions. Furthermore, an analog-
domain cancellation scheme with an auxiliary transmitter has
been proposed [17]–[21]. This canceller can take into account
multipath fading and transmitter IQ imbalance by including
strong signal processing. However, this canceller may not be
suitable for cheap terminals because it requires an additional
transmitter. In this paper, we assume that terminals use a
simple delay-line canceller to mitigate the direct-path self-
interference signal only because they are constrained by costs
and size requirements.

B. Review of Previous Research: Digital Approach

Digital self-interference cancellation is the final step of a
series of cancellation processes. With powerful digital signal
processing techniques, digital cancellers with various features
have been developed, as shown in TABLE I. In this field,
it is common to deal with RF impairments [12], [16], [22]–
[29], [34], [37], [38], phase noise [35], [36], and application
to multi-input and multi-output (MIMO) systems [24], [25],
[40], [41], and application of blind signal processing [42],
[43]. In addition to the research focused on digital cancellers
composed only of digital signal processing, there are also
studies integrating auxiliary receivers [31]–[33].

The simplest digital canceller is the time-domain linear
canceller, which has one finite impulse response (FIR) filter.
The linear canceller can regenerate the linear component of the
self-interference, but its performance is considerably degraded
by the nonlinearity of the transceiver. In general, inexpensive
terminals suffer from nonlinearity problems more than expen-
sive terminals. The most problematic RF impairments are the
IQ mixer imbalance and PA nonlinearity [31]. To deal with
these impairments, Hammerstein cancellers [12], [16], [23]–
[30] have been developed. This type of canceller estimates
channel responses for all nonlinear basis functions by applying
a least-squares estimation. A digital canceller with an auxiliary
receiver [31]–[33], which is used to receive the output signal
of the PA directly, can perfectly regenerate the nonlinear
self-interference signal caused by the transmitter nonlineari-
ties using lightweight digital signal processing. However, the
nonlinearity due to the receiver LNA cannot be expressed
by the Hammerstein model, and the Hammerstein canceller
and the auxiliary receiver cannot cope with the nonlinear
distortion of the LNA. In literature [34], a canceller that
addresses the nonlinearity of both the PA and LNA has been
developed. This canceller estimates the radio channel and the
nonlinear characteristics alternately. However, IQ imbalance
is not considered in this scheme. In other works [44]–[47],
mitigation techniques of receiver nonlinearity were proposed
for wideband receivers. These techniques do not employ self-
interference cancellers and cannot deal with the nonlinear
distortion of the transmitter. To use these techniques for self-
interference cancellation, it is necessary to complement them
with other cancellers that can mitigate the nonlinear distortion

of the transmitter. The Volterra series-based cancellers [37]–
[39] have the potential to mitigate the nonlinearities of the PA
and LNA and the IQ imbalance. However, they need signif-
icantly higher computational power to estimate and regener-
ate the nonlinear self-interference signal than other practical
cancellers. For example, the Hammerstein canceller and the
canceller described in [37] need to estimate 12M = 576 and
7M3 + 3M2 + 2M + 1 ≈ 7.81 × 105 parameters for fifth-
order nonlinearity cancellation, respectively, when the number
of taps of the channel impulse response is M = 48. To the
best of our knowledge, a digital self-interference canceller
that addresses the nonlinearities of the PA and LNA, and
the imbalance of IQ mixers with reasonable computational
cost has not been developed yet. The development of such a
canceller would enable the construction of inexpensive full-
duplex terminals.

In systems where the transmitter and receiver do not share a
local oscillator, phase noise will be a major obstacle in addition
to RF impairments. Estimating the time-varying phase noise
is generally difficult and challenging. In [35], a linear digital
canceller with phase noise estimation have been proposed.
This canceller estimates the phase noise with the minimum
mean square error (MMSE) algorithm under the presence of
the desired signal. Similarly, in [36], the phase noise was
estimated with the maximum likelihood algorithm, and then
the nonlinear self-interference was reconstructed and removed.

To achieve higher channel capacity on in-band full-duplex
communications, cancellers should have a lower number of
training symbols. For example, self-interference cancellers
with blind signal processing have been proposed on orthogonal
frequency-division multiplexing (OFDM) systems [42], [43].
However, these techniques require symbol synchronization
between the self-interference and the desired signal because
they are applied in the frequency domain [43]. This problem is
inherent in frequency-domain cancellers and limits the location
of two full-duplex terminals that communicate with each other.
Hammerstein cancellers with frequency-domain cancellation
have the same problem, and time-domain cancellation is
required to avoid this issue [28].

Currently, the most common communication systems are
MIMO systems, and the application of digital cancellers to
these systems is an important subject. Some studies [24],
[25] have been conducted to upgrade single-input and single-
output (SISO) Hammerstein cancellers to MIMO systems.
Unlike SISO systems, MIMO systems can use extra spatial
dimensions, and many received signals for self-interference
cancellation. A precoding scheme [40], [48]–[50] has been
developed to optimize the receiver weight matrix and trans-
mitter precoder matrix for reducing self-interference. In [41],
it was mentioned that, on a massive MIMO system, the self-
interference can be reduced by a zero-forcing receiver with
a large number of transmitting and receiving antennas. Some
research has been done on full-duplex relay systems to miti-
gate self-interference and maximize spectral efficiency [51],
[52]. In [51], a transmission power optimization technique
was proposed for full-duplex multi-antenna relay systems.
In [52], the conditions under which half-duplex or full-duplex
mode have higher spectral efficiency and an opportunistic
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TABLE I
DIGITAL CANCELLERS AND RF IMPAIRMENTS IN THE LITERATURE

Addressed RF Impairments
IQ Imbalance PA Nonlinearity LNA Nonlinearity Phase Noise

Linear [13]
Widely Linear [22] X

Hammerstein [12], [16], [23]–[30] X X
Auxiliary Receiver [31]–[33] X X

[34] X X
[35] X
[36] X X

Volterra Series [37]–[39] X X X
Our Proposed X X X

mode selection scheme were studied. Precoding techniques
of MIMO systems and power optimization techniques of
relays are used in conjunction with digital self-interference
cancellers. Thus, developing a digital canceller with better
performance is also important in these systems.

C. Our Contributions

In small and inexpensive terminals, the performance of
RF cancellers will be constrained in terms of size and cost.
Therefore, the RF canceller cannot sufficiently remove the
self-interference, and the nonlinearity of the LNA will be
a problem to achieve in-band full-duplex communications.
However, a practical digital self-interference canceller that
takes into account the nonlinearities of both the LNA and
PA and the mixer imbalance has not been developed yet. The
contributions of this study are as follows:
• To develop a novel digital canceller, we define operators

that characterize the nonlinearity of the self-interference
signal. Even if the self-interference signal contains com-
plex nonlinearities, the signal model with these operators
tells us what operations are needed to estimate the pa-
rameters and eliminate self-interference.

• By referring to the nonlinear signal model with opera-
tors, we introduce a novel estimation and cancellation
scheme of the self-interference signal that can deal with
the nonlinearity of the LNA. The estimation process of
the proposed scheme is divided into three stages: IQ
imbalance estimation, channel impulse response estima-
tion, and PA and LNA nonlinearities estimation. These
stages are executed iteratively in order, and the esti-
mated parameters converge to better values. The proposed
scheme can achieve high cancellation performance with
much fewer learning symbols compared to Hammerstein
cancellers because it estimates the simplest and smallest
parameters that are sufficient to represent the nonlinear
self-interference model.

• To achieve the best self-interference cancellation, the can-
celler should apply the inverse distortion of the receiver
to the received signal. Conventional methods cannot gen-
erate the inverse characteristic of the receiver nonlinearity
because they do not estimate the nonlinear characteristics
of the transceiver and the characteristics of the channel
separately. In contrast, the proposed method can generate
the inverse characteristic of each distortion because the

nonlinear distortion characteristics and channel impulse
response are estimated separately. Thus, the proposed
canceller applies a post-distortion to the received signal
to compensate for the receiver RF impairments before
self-interference cancellation. In addition, to avoid the
synchronization problem of frequency-domain cancellers,
these series of cancellations are processed in the time
domain.

The rest of this paper is organized as follows. In Section II,
a detailed model of the self-interference, which includes the
nonlinearities of IQ mixers and amplifiers of the transceiver,
and the mathematical operators that represent the input-
output characteristic of each component are provided. The
proposed estimation and cancellation scheme are presented in
Section III. In Section IV, the performance of the proposed
scheme under different scenarios is analyzed with equivalent
baseband signal simulations. Finally, this paper is concluded
in Section V.

II. SELF-INTERFERENCE SIGNAL MODEL

The signal model used in this study is the same as that
reported in [22], [28]. In this section, we describe the discrete-
time and discrete-frequency baseband equivalent signal mod-
els corresponding to the input-output characteristics of each
nonlinear RF components. The properties of each component
are provided as mathematical operators that only consist of
sufficient parameters to represent their nonlinear properties. In
Section III, these operators are used to explain the proposed
method. We assume that there is no signal other than the self-
interference in the training period of the canceller. Hence, in
this section, we focus on the self-interference signal only.

A. Transmit Signal

The transmit OFDM signal with Nsc subcarriers is described
as

x[n] =

Nsc/2∑
k = −Nsc/2

k 6= 0

Xi[k]ej2πk∆fnTs , (1)

where Xi[k] is the kth subcarrier at the ith OFDM symbol,
and ∆f and Ts are the frequency interval of each subcarrier
and the sampling interval of the system, respectively. To
estimate and remove the nonlinear self-interference signal,
the bandwidth of the baseband signal processing, which is
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Fig. 1. In-band full-duplex transceiver model with the proposed digital self-interference canceller

expressed as 1/Ts, needs to be larger than PNsc∆f , where
P is the maximum nonlinear order of the canceller.

B. Imbalance of IQ Mixers

The transmit signal x[n] is upconverted from the baseband
to the RF band on the IQ mixer of the transmitter. The IQ
imbalance is one of the most significant distortions in direct-
conversion transceivers, and it has been discussed extensively
in the literature [20], [22], [53]. The frequency-independent
imbalance model is described as

xIQ[n] = ctx,1x[n] + ctx,2x
∗[n] = ctx,1Itxx[n], (2)

where ctx,1 and ctx,2 are the coefficients of the input signal and
conjugated signal, respectively. To simplify the explanation of
the proposed scheme in Section III, we define the operator Itx

as follows:

Itxs[n] = s[n] +
ctx,2
ctx,1

s∗[n] = s[n] + btxs
∗[n],

ItxSi[k] = Si[k] +
ctx,2
ctx,1

S∗i [−k] = Si[k] + btxS
∗
i [−k],

(3)

where s[n] and Si[k] are baseband signals, and btx =
ctx,2/ctx,1. In (3), the linear amplification factor is not in-
cluded in the definition of the operator Itx because we want
it to express the characteristics of IQ imbalance to a minimum
form. The image rejection rate, which is an indicator of the
IQ imbalance, is defined as

IRRtx =
|ctx,1|2

|ctx,2|2
= |btx|−2

. (4)

For the receiver IQ mixer, we also define crx,1, crx,2 and IRRrx

similarly to (2) and (4), respectively. Then, the operator Irx

is defined as

Irxs[n] = s[n] +
crx,2
c∗rx,1

s∗[n] = s[n] + brxs
∗[n],

IrxSi[k] = Si[k] +
crx,2
c∗rx,1

S∗i [−k] = Si[k] + brxS
∗
i [−k],

(5)

where brx = crx,2/c
∗
rx,1. Thus, the received baseband signal

can be expressed with the operator Irx as

y[n] = Irx (crx,1yLNA[n]) , (6)

where yLNA[n] is the output signal of the LNA.

C. Nonlinear Distortions of Amplifiers

The upconverted RF signal xIQ[n] is amplified by the
variable gain amplifier and the PA to radiate from the antenna
subsequently. Similar to the IQ imbalance, the self-interference
signal is distorted by the nonlinearity of the amplifiers, and it
is expressed as [54, page 69]

xPA[n] =
∞∑

p=1,3,···
atx,pxIQ[n] |xIQ[n]|p−1

, (7)

where atx,p is the gain of the pth nonlinear distortion of the
PA, and atx,1 is the linear gain of transmitter RF amplifiers. To
simplify the explanation in Section III, we define the operator
Dtx for any input signal s[n] as

Dtxs[n] = s[n] +
∞∑

p=3,5,···
dtx,ps[n] |s[n]|p−1

, (8)

where dtx,p = |ctx,1|p−1
atx,p/atx,1, and dtx,1 is equal to 1.

Then, the transmit signal from the transmit antenna is ex-
pressed as

xPA[n] = atx,1ctx,1DtxItxx[n]. (9)

At the receiver, if the self-interference is strong enough to
saturate the LNA, its nonlinear distortion will also occur from
the LNA. The output signal of the LNA can be expressed as

yLNA[n] =
∞∑

p=1,3,···
arx,pyASIC[n] |yASIC[n]|p−1

, (10)

where yASIC[n] is the signal after analog self-interference
cancellation, and arx,p is the gain of the pth distortion signal
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of the LNA. Similar to the PA distortion operator of (9), we
define the operator Drx as

Drxs[n] = s[n] +
∞∑

p=3,5,···
drx,ps[n] |s[n]|p−1

, (11)

where
drx,p =

arx,p

arx,1 |crx,1arx,1|p−1 . (12)

Thus, the output signal of the received IQ mixer can be
expressed as

y[n] = IrxDrx (crx,1arx,1yASIC[n]) . (13)

D. SI Channel and RF Cancellation

The TX and RX antennas are strongly coupled because
terminals such as smartphones and IoT devices have limited
size. Therefore, the self-interference channel can be modeled
as a Rician fading channel with 20 dB or higher K factor
[17]. Analog self-interference cancellation is used to reduce
the received self-interference signal. Thus, the self-interference
signal remaining after RF cancellation is expressed as

yASIC[n] = (hSI[m]− hCir[m]) ∗ xPA[n]

=
M−1∑
m=0

(hSI[m]− hCir[m])xPA[n−m], (14)

where hSI[m] is the wireless channel response, hCir[m] is the
RF canceller circuits response, and M is the number of taps of
the wireless channel. To achieve high self-interference cancel-
lation performance with an analog self-interference canceller,
many variable attenuators and phase shifters are required,
which increases the cost of the terminal. Thus, we assume
that the RF canceller reduces only the direct wave of the self-
interference, and the channel response hSI[m] − hCir[m] can
be modeled as a Rayleigh fading channel.

Then, we define the operator H as follows:

Hs[n] = atx,1arx,1ctx,1crx,1(hSI[m]− hCir[m]) ∗ s[n]

= h[m] ∗ s[n], (15)
HSi[k] = H[k]Si[k] (16)

where h[m] = atx,1arx,1ctx,1crx,1(hSI[m] − hCir[m]), and
H[k] is a frequency-domain representation of h[m]. To mini-
mize the number of parameters for each operator, all amplifi-
cation factors for linear SI components at the transmitter and
receiver are aggregated into the operator H. Then, the received
SI signal y[n] can be expressed simply as

y[n] = IrxDrxHDtxItxx[n], (17)

Eq. (17) shows that the self-interference signal can be ex-
pressed concisely with operators and block diagrams as in
Fig. 2. The operators Itx and Irx have only one parameter
each, namely btx and brx, respectively. In addition, the op-
erators Dtx and Drx have (P − 1)/2 parameters each if the
nonlinear characteristic of an amplifier is approximated by a
P -order polynomial. Thus, the total number of parameters of
(17) is P + M + 1, where M is the number of taps of the
channel impulse response h[m].

Itx

I/Q Imb.

Dtx

Nonlin. Dist.
H Channel

Drx

Nonlin. Dist.

Irx

I/Q Imb.

x

y

Fig. 2. Block diagram and signal flow of the self-interference with each RF
component and operator

III. PROPOSED SCHEME

In this section, we describe the proposed scheme, which
consists of three estimation stages and a cancellation stage.
The proposed scheme iteratively estimates the coefficients of
IQ imbalance btx and brx, the impulse response of the SI
channel h[m], and the nonlinear gains of amplifiers dtx,p and
drx,p. In this section, l denotes the iteration index of the
estimation stage. On the lth iteration, the proposed method
updates the estimated values to more accurate ones using the
values calculated at the (l − 1)th iteration.

A. Definitions of Operators

To explain the proposed scheme, we define the estimated
value of each parameter on the lth iteration as b̂�,l, ĥl[m],
and d̂�,p,l, where � ∈ {tx, rx}. The initial values of these
parameters are defined as

b̂�,0 = 0, (18)

d̂�,p,0 =

{
1 for p = 1,

0 for p > 1,
(19)

ĥ0[m] = NaN for all m, (20)

where NaN indicates that there is no initial value, and the
proposed scheme does not need any initial values of ĥ[m].
Then, the estimated operators are defined using estimated
parameters as

Î�,ls[n] = s[n] + b̂�,ls
∗[n], (21)

D̂�,ls[n] = s[n] +
P∑

p=3,5,···
d̂�,p,ls[n] |s[n]|p−1

, (22)

Ĥls[n] =
M−1∑
m=0

ĥl[m]s[n−m], (23)

ĤlSi[k] = Ĥl[k]Si[k], (24)

where P is the maximum estimation order of the nonlin-
earities, and Ĥl[k] is the frequency-domain representation of
ĥl[m]. The inverse operator of Î�,l can be expressed as

Î−1
�,l s[n] =

s[n]− b̂�,ls∗[n]

1−
∣∣∣b̂�,l∣∣∣2 . (25)
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The inverse operator of D̂�,l is defined by Newton’s method
with Mn times iterations, and it can be expressed as

D̂−1
�,l s[n] = D−1

�,l (|s[n]|) s[n]

|s[n]|
(26)

where

D−1
�,l (r0) = rMn

|uMn
|

uMn

, (27)

rk+1 = rk −
(|uk| − r0) |uk|

Re [uk] Re [vk] + Im [uk] Im [vk]
, (28)

uk = D̂�,l rk, (29)

vk =
P∑

p=1,3,···
d̂�,p,l p r

p−1
k . (30)

Detailed derivations of (26)–(30) are provided in Appendix A.
We also define the operator F , which denotes cyclic prefix
(CP) removal and discrete Fourier transform for each OFDM
symbol, and an operator F−1, which denotes the inverse
discrete Fourier transform of each OFDM symbol.

B. IQ Imbalance Estimation

During the estimation of the IQ imbalance coefficients btx
and brx, the other distortions, such as PA and LNA distortions,
reduce the estimation accuracy. Thus, before estimating btx
and brx at the lth iteration, we eliminate the distortion of the
PA and LNA with the latest estimated values corresponding to
the (l−1)th iteration. In the proposed scheme, the transmitted
and received signals for estimation are converted as follows:

x
(1)
l [n] = Î−1

tx,l−1D̂tx,l−1Îtx,l−1x[n], (31)

y
(1)
l [n] = Îrx,l−1D̂−1

rx,l−1Î
−1
rx,l−1y[n]. (32)

If the latest estimated values converge to the true values
sufficiently, the relation of x(1)

l [n] and y
(1)
l [n] is expressed

as
y

(1)
l [n] = IrxHItxx

(1)
l [n] + z

(1)
l [n], (33)

where z(1)
l [n] is the error due to the estimation error of the

latest estimated values. In (33), there is no distortion of the
PA and LNA, and the error z(1)

l [n] can be decreased with each
additional iteration. Thus, we can estimate the IQ imbalance
coefficients btx and brx precisely from x

(1)
l [n] and y

(1)
l [n]

when the latest estimated values have converged to the true
values sufficiently. We use the frequency-domain representa-
tion of (31) and (32) to estimate the IQ imbalance coefficients.
After CP removal and applying a discrete Fourier transform,
we obtain the frequency representations X(1)

i,l [k] and Y (1)
i,l [k].

The relation between these signal can be expressed as

Y
(1)
i,l [k] = {H[k] + brxb

∗
txH

∗[−k]}︸ ︷︷ ︸
H0,l[k]

X
(1)
i,l [k]

+ {btxH[k] + brxH
∗[−k]}︸ ︷︷ ︸

H1,l[k]

(
X

(1)
i,l [−k]

)∗
+ Z

(1)
i,l [k].

(34)

Then, the channel frequency responses H0[k] and H1[k] are
estimated by the well-known least squares method with Ntr

OFDM symbols at −Nsc ≤ k ≤ Nsc and k 6= 0 as follows:[
Ĥ0,l[k]

Ĥ1,l[k]

]
=

{(
X

(1)
l [k]

)H
X

(1)
l [k]

}−1 (
X

(1)
l [k]

)H
Y

(1)
l [k]

(35)
where

X
(1)
l [k] =

 X
(1)
0,l [k] X

(1)
1,l [k] · · · X

(1)
Ntr−1,l[k](

X
(1)
0,l [−k]

)∗ (
X

(1)
1,l [−k]

)∗
· · ·
(
X

(1)
Ntr−1,l[−k]

)∗
T ,
(36)

Y
(1)
l [k] =

[
Y

(1)
0,l [k] Y

(1)
1,l [k] · · · Y (1)

Ntr−1,l[k]
]T
. (37)

The estimated channel response Ĥ0,l[k] can be well approxi-
mated to the self-interference channel response H[k] because
the value |brxb∗tx| � 1 [55], [56]. Therefore, H1,l[k] is
expressed as

H1,l[k] ≈ btxĤ0,l[k] + brxĤ
∗
0,l[−k], (38)

and then we get the estimated values of the IQ imbalance
coefficients as[

b̂tx,l
b̂rx,l

]
=
(
HH

0,lH0,l

)−1
HH

0,lH1,l, (39)

where

H0,l =

[
Ĥ0,l[Nsc] · · · Ĥ0,l[1] Ĥ0,l[−1] · · · Ĥ0,l[−Nsc]

Ĥ∗0,l[−Nsc] · · · Ĥ∗0,l[−1] Ĥ∗0,l[1] · · · Ĥ∗0,l[Nsc]

]T
,

(40)

H1,l =
[
Ĥ1,l[Nsc] · · · Ĥ1,l[1] Ĥ1,l[−1] · · · Ĥ1,l[−Nsc]

]T
.
(41)

C. Channel Estimation

After the IQ imbalance coefficients estimation stage, the
proposed canceller estimates the channel impulse response
h[m]. During the estimation of the channel impulse response,
the nonlinear distortions of the IQ imbalance, PA, and LNA re-
duce the estimation accuracy of the channel impulse response.
Thus, before estimating h[m] at the lth iteration, we eliminate
the distortions with the latest estimated values. The transmitted
and received signals for estimation are converted as follows:

x
(2)
l [n] = D̂tx,l−1Îtx,lx[n], (42)

y
(2)
l [n] = D̂−1

rx,l−1Î
−1
rx,ly[n]. (43)

If the latest estimated values converge to the true values
sufficiently, the relation of x(2)

l [n] and y
(2)
l [n] is expressed

as

y
(2)
l [n] = Hx(2)

l [n] + z
(2)
l [n]

=
M−1∑
m=0

h[m]x
(2)
l [n−m] + z

(2)
l [n], (44)

where z(2)
l [n] is the error caused by the estimation error of the

latest estimated values. Then, the channel impulse response
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h[m] is estimated by the well-known least-squares method
with Ntr OFDM symbols as ĥl[0]

...
ĥl[M − 1]

 =

{(
X

(2)
l

)H
X

(2)
l

}−1

︸ ︷︷ ︸
T−1

l

(
X

(2)
l

)H
y

(2)
l (45)

where X
(2)
l is the (M +NtrNsym− 1)×M matrix whose ith

row and jth column element are

X
(2)
l [i, j] =


0 if i− j < 0,

x
(2)
l [i− j] if 0 ≤ i− j < NtrNsym,

0 if NtrNsym ≤ i− j,
(46)

and

y
(2)
l =

[
y

(2)
l [0] y

(2)
l [1] · · · y(2)

l [M +NtrNsym − 2]
]
, (47)

and Nsym is the size of an OFDM symbol. In (45), Tl is a
Hermitian Toeplitz matrix [57], and fast algorithms to solve
(45) with O(MNtrNsym +M2) multiplications and additions
exist [58].

D. Amplifier Nonlinearity Estimation

After the channel estimation stage, we estimate the nonlin-
ear coefficients of the amplifiers. To estimate coefficients dtx,p

and drx,p, we need to eliminate the effects of IQ imbalance
to obtain a high accuracy result. After applying the operator
I−1

rx to both sides of (17) and some manipulations, we obtain
the following equation:

I−1
rx y[n] = HItxx[n] +H (Dtx − 1) Itxx[n]

+ (Drx − 1)HDtxItxx[n]. (48)

In (48), HItxx[n] denotes the linear component of the self-
interference signal; H (Dtx − 1) Itxx[n] is caused by the TX
amplifier, and (Drx − 1)HDtxItxx[n] is caused by the TX
and RX amplifiers. When estimating the nonlinear distortion
coefficient, the signal of the linear component degrades the
accuracy of the result. Thus, we need to eliminate the linear
component from the received signal. In the discrete-frequency
domain, when the frequency index k indicates the sidelobe of
the OFDM signal, such as guard bands, the linear component

of the self-interference signal is equal to zero. Therefore, when
|k| > Nsc/2, we can write the following equation on the ith
OFDM symbol:

Y
(3)
i,l [k] =

P∑
p=3,5,···

dtx,pΨ
(3)
tx,p,i,l[k]

+
P∑

p=3,5,···
drx,pΨ

(3)
rx,p,i,l[k] + Z

(3)
i,l [k], (49)

where

Y
(3)
i,l [k] = FÎ−1

rx,ly[n], (50)

x
(3)
l [n] = Îtx,lx[n], (51)

u
(3)
l [n] = F−1ĤlFD̂tx,lx

(3)
l [n], (52)

Ψ
(3)
tx,p,i,l[k] = ĤlF

(
x

(3)
l [n]

∣∣∣x(3)
l [n]

∣∣∣p−1
)
, (53)

Ψ
(3)
rx,p,i,l[k] = F

(
u

(3)
l [n]

∣∣∣u(3)
l [n]

∣∣∣p−1
)
, (54)

and Z(3)
i,l [k] is the error caused by the estimation error of the

latest estimated values. Thus, we can estimate the coefficients
of the nonlinearities with K sidelobe subcarriers by

d̂l =

{(
Ψ

(3)
l

)H
Ψ

(3)
l

}−1 (
Ψ

(3)
l

)H
Y

(3)
l , (55)

where

d̂l =
[
d̂tx,3,l · · · d̂tx,P,l d̂rx,3,l · · · d̂rx,P,l

]T
, (56)

Ψ
(3)
l =

[(
Ψ

(3)
0,l

)T (
Ψ

(3)
1,l

)T
· · ·

(
Ψ

(3)
Ntr−1,l

)T]T
, (57)

Ψ
(3)
i,l =


Ψ

(3)
tx,3,i,l[k1] · · · Ψ

(3)
tx,P,i,l[k1] Ψ

(3)
rx,3,i,l[k1] · · · Ψ

(3)
rx,P,i,l[k1]

Ψ
(3)
tx,3,i,l[k2] · · · Ψ

(3)
tx,P,i,l[k2] Ψ

(3)
rx,3,i,l[k2] · · · Ψ

(3)
rx,P,i,l[k2]

...
. . .

...
...

. . .
...

Ψ
(3)
tx,3,i,l[kK ] · · · Ψ(3)

tx,P,i,l[kK ] Ψ
(3)
rx,3,i,l[kK ] · · · Ψ(3)

rx,P,i,l[kK ]

,
(58)

Y
(3)
l =

[
Y

(3)
0,l Y

(3)
1,l · · · Y

(3)
Ntr−1,l

]T
, (59)

Y
(3)
i,l =

[
Y

(3)
i,l [k1] Y

(3)
i,l [k2] · · · Y (3)

i,l [kK ]
]
, (60)

and k1, k2, · · · , kK are selected from the discrete-frequency
of sidelobe, as shown in Fig. 3.

E. Self-Interference Cancellation

After some iterations, the canceller cancels the self-
interference from the received signal. The received signal,
which includes the desired signal from another terminal, is
also distorted by the RX amplifier and the IQ mixer imbalance.
Thus, the best cancellation approach is nonlinear signal recon-
struction and cancellation with post-distortion, which gives
the received signal the inverse of the RX distortion. In the
proposed scheme, we have the inverse operators Î−1

rx,L and
D̂−1

rx,L, which can be used for the post-distortion. Therefore,
the signal after cancellation is

yDC[n] = D̂−1
rx,LÎ

−1
rx,Ly[n]− ĤLD̂tx,LÎtx,Lx[n]. (61)
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F. Pseudo Code and Computational Cost

TABLE II lists the computational cost of each operator.
In addition, TABLE III, TABLE IV, and TABLE V show
the computation steps and computational costs of the esti-
mation stages of IQ imbalance, channel, and nonlinearity,
respectively. In these tables, Nfft is the number of samples
of an OFDM symbol after CP removal, and “MULs/DIVs”
and “ADDs/SUBs” denote “multiplications and divisions” and
“additions and subtractions,” respectively. In the cancellation
stage, the proposed scheme computes (61), and needs the
following computational cost:
• # of MULs/DIVs per OFDM symbol is
Nsym

(
M +Mn (1.5P + 5.5) + 1

2P + 6.5
)
.

• # of ADDs/SUBs per OFDM symbol is
Nsym

(
M +Mn (P + 2) + 1

2P + 3.5
)
.

• # of
√
x per OFDM symbol is Nsym (Mn + 2).

IV. NUMERICAL SIMULATIONS

A. Simulation Environment

We perform equivalent baseband simulations of the full-
duplex transceiver to verify the proposed estimation and
cancellation scheme. TABLE VI and TABLE VII list the
parameters of the simulations. The baseband signal simulator
is implemented with D programming language, and the details
of the simulator are as follows.

In the simulations, the self-interference channel, which
consists of the wireless multipath channel and the impulse
response of the RF self-interference canceller, is modeled
as a quasi-static Rayleigh fading channel with a constant
impulse response on a simulation trial and has different
impulse responses between different simulations trials. The
power delay profile of the self-interference channel is modeled
as an exponential decay profile with 40 dB decay at 48 delay
samples, and each tap of the channel impulse response is
independent and identically distributed on the complex normal
distribution.

The most severe bottleneck for self-interference cancellation
is the non-idealities of the IQ mixers, PA, and LNA. The
simulation model of IQ mixers achieves IQ imbalance by
adding an image signal, and its coefficients are predetermined
based on the value of IRR. The nonlinearity of the PA and
LNA is characterized by the Rapp model [60], which is often
used to simulate the baseband behaviors of class AB solid-state
amplifiers. The output baseband signal of a Rapp modeled
amplifier is described as

vout =
Gvin[

1 +
(
|vin|
Vsat

)2s
] 1

2s

, (62)

where vin and vout are the input and output signals of the am-
plifier, respectively; G, Vsat, and s are the gain, saturated input
level, and smoothness factor of the Rapp model, respectively,
and they characterize the nonlinearity of the amplifier.

To cancel nonlinearities up to seventh order, the maxi-
mum order of the nonlinear coefficients estimation, which
is a parameter of the operator D̂�,l in (22), is P = 7 for
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Fig. 4. Performance of the proposed canceller with different numbers of
iterations of Newton’s method. The INR is 60 dB, and the proposed canceller
estimates parameters in ten iterations. The canceller is trained with 20 OFDM
symbols.

the proposed canceller. Furthermore, the number of taps of
channel estimation, which is a parameter of the operator Ĥl
in (23), is M = 48.

Following the standard convention, we define the self-
interference cancellation ratio (SICR), which indicates the
performance of a digital canceller, as

SICR =
E
[
|y[n]|2

]
E
[
|yDC[n]|2

] . (63)

In addition, we define the amount of attenuation of the antenna
separation and the RF self-interference cancellation as

ARF =
E
[
|xPA[n]|2

]
E
[
|hSI[m] ∗ xPA[n]− hCir[m] ∗ xPA[n]|2

] . (64)

Then, the self-interference to noise power ratio (INR) is
defined as

INR (dB) = Transmission Power (dBm)− AWGN Power (dBm)
−LNA Noise Figure (dB)−ARF (dB), (65)

which indicates the theoretical limit of the SICR when the
LNA is not saturated.

B. Results and Discussions

Fig. 4 shows the performance of the proposed canceller
with different numbers of iterations of Newton’s method. In
this result, the received signal saturates the LNA, and it is
highly distorted. If the number of iterations is zero, Newton’s
method outputs the input signal without any changes. Thus,
the estimated coefficients of the LNA nonlinearity are not
used effectively for the next iteration, and the cancellation
performance of the proposed scheme is degraded. When the
number of the iteration is one, the cancellation performance
is saturated at approximately 54 dB. Therefore, in the rest of
this paper, the number of Newton’s method iterations is set as
Mn = 1.
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TABLE II
COMPUTATIONAL COST OF PRIMITIVE OPERATIONS WITH n-LENGTH SIGNAL

Operation Defined by MULs/DIVs ADDs/SUBs
√
x

Î�,ls[i] (21) n n 0
Î−1
�,l s[i] (25) 3n 2n 0
Ĥls[i] (23) Mn Mn 0
ĤlS[k] (24) n n 0

D̂�,ls[i] with Horner’s algorithm (22) 1
2

(P + 1)n 1
2

(P − 1)n 0
D̂−1

�,l s[i] (26) nMn(P + 2) nMn(1.5P + 5.5) + 2n n(Mn + 2)

Solve triangular system [58, sec. 5.4] – 1
2
n2 1

2
n2 0

Solve Toeplitz system
by Schur algorithm [58, sec. 5.4] – 3n2 3n2 0

Cholesky decomposition [59] – 1
6
n3 + 1

2
n2 − 5

3
n + 1 1

6
n3 − 1

6
n n

Solve Hermite system
with Cholesky decomposition – 1

6
n3 + 3

2
n2 − 5

3
n + 1 1

6
n3 + n2 − 1

6
n n

TABLE III
PSEUDO CODE AND COMPUTATIONAL COST OF IQI ESTIMATION STAGE

Step MULs/DIVs ADDs/SUBs
√
x

x
(1)
l [n]← (31) NsymNtr

(
1
2
P + 4.5

)
NsymNtr

(
1
2
P + 2.5

)
0

y
(1)
l [n]← (32) NsymNtr (Mn (1.5P + 5.5) + 6) NsymNtr (Mn (P + 2) + 3) NsymNtr (Mn + 2)

Apply FFT to each symbol of x(1)
l [n] 1

2
NfftNtr log2 Nfft NfftNtr log2 Nfft 0

Apply FFT to each symbol of y(1)
l [n] 1

2
NfftNtr log2 Nfft NfftNtr log2 Nfft 0

Solve LS of (35) for all k Nsc (6Ntr + 5) Nsc (6Ntr + 5) 2Nsc

Solve LS of (39) 6Nsc + 5 6Nsc + 5 2

TABLE IV
PSEUDO CODE AND COMPUTATIONAL COST OF CHANNEL ESTIMATION STAGE

Step MULs/DIVs ADDs/SUBs
√
x

x
(2)
l [n]← (42) NsymNtr

(
1
2
P + 1.5

)
1
2
NsymNtr (P + 1) 0

y
(2)
l [n]← (43) NsymNtr (Mn (1.5P + 5.5) + 5) NsymNtr (Mn (P + 2) + 2) NsymNtr (Mn + 2)

Compute Tl =
(
X

(2)
l

)H
X

(2)
l M

(
1
2
M + NsymNtr − 1

2

)
M

(
1
2
M + NsymNtr − 1

2

)
0

Compute ul =
(
X

(2)
l

)H
y

(2)
l M (M + NsymNtr − 1) M (M + NsymNtr − 1) 0

Solve Tlĥl = ul 3M2 3M2 0

TABLE V
PSEUDO CODE AND COMPUTATIONAL COST OF NONLINEAR ESTIMATION STAGE

Step MULs/DIVs ADDs/SUBs
√
x

apply FFT to ĥl[m] 1
2
Nfft log2 Nfft Nfft log2 Nfft 0

Y
(3)
i,l [k]← (50) Ntr

(
1
2
Nfft log2 Nfft + 3Nsym

)
Ntr (Nfft log2 Nfft + 2Nsym) 0

x
(3)
l [n]← (51) NfftNtr NfftNtr 0

u
(3)
l [n]← (52) NfftNtr

(
1
2
P + log2 Nfft + 1.5

)
NfftNtr

(
1
2
P + 2 log2 Nfft − 1

2

)
0

Ψ
(3)
tx,p,i,l[k]← (53) 1

2
Ntr

(
Nfft (P + 1) +

(
K + 1

2
Nfft log2 Nfft

)
(P − 1)

)
1
2
NfftNtr (P − 1) log2 Nfft 0

Ψ
(3)
rx,p,i,l[k]← (54) NfftNtr

(
1
2
P + 1

4
(P − 1) log2 Nfft + 1

2

)
1
2
NfftNtr (P − 1) log2 Nfft 0

Solve LS of (55) KNtrP (P − 1) + P3

6
+ P 2 − 25

6
P + 4 KNtrP (P − 1) + P3

6
+ P2

2
− 5P

3
+ 1 P − 1

In Fig. 5, the performance of the proposed canceller is
shown with different numbers of iterations of the estimation
process in the same condition as that in Fig. 4. Labels, e.g.
“IHD”, indicate the order of estimation stages, such as I�, H,
and D�, and “IHD” indicates the order described in Section III.
When the number of iterations is one, the proposed scheme
does not use the first estimated parameters to improve the
estimation quality. Thus, the cancellation performance with
the single estimation iteration is approximately 22 dB lower

than the saturated performance. If the number of iterations
increases from one to two, the performance of the proposed
scheme is significantly improved. Moreover, “IHD” achieves
the best performance over the other orders. The reason is that
the estimation stage of the imbalance coefficients does not
depend on the estimated value of channel impulse response,
and the number of these parameters is only two. In other
words, the stage which is easiest to estimate is the estimation
of the IQ imbalance coefficients. Therefore, we applied “IHD”-
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TABLE VI
OFDM MODULATION SPECIFICATIONS

Parameter Value
Modulation OFDM

Constellation 16QAM
FFT size 64

Active subcarriers 52
Cyclic prefix size 16

Bandwidth 20 MHz

TABLE VII
SIMULATION SPECIFICATIONS

Parameter Value
Oversampling rate 8

Sampling rate 20 MHz × 8 = 160 MHz
SI channel after RF-SIC Rayleigh fading

SI channel length 48 samples
Channel profile Exponential decay

IRR 25 dB
Transmission power 23 dBm

PA Gain 30 dB

PA input saturation level Vsat,PA = 0 dBm
( IBO = 7 dB @ Transmission power = 23 dBm)

PA smoothness factor 3
LNA noise figure 4 dB

LNA Gain 20 dB

LNA input saturation level Vsat,LNA = −6 dBm
(IIP3 is about 0.6 dBm)

LNA smoothness factor 1
# of ADC bits 14 bit

Order of canceller P = 7
# of taps of canceller M = 48

Trials 201
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Fig. 5. Performance of the proposed canceller with different numbers of
iterative estimation and different orders of estimation. The INR is 60 dB, and
the number of iterations of Newton’s method is one. The canceller is trained
with 20 OFDM symbols.

order and three-time iterations for the parameter estimation
process because the proposed scheme can achieve sufficiently
high cancellation performance with these settings.

Fig. 6 shows the performance of the proposed canceller with
different values of K, which is the number of sidelobe subcar-
riers for nonlinear coefficients estimations. The performance
difference between K = 2 and K = 20 is less than 1 dB.
Thus, there is no significant performance degradation, even if
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Fig. 6. Performance of the proposed canceller with different numbers of
subcarriers for estimation of nonlinear coefficients. The INR is 60 dB; the
number of iterations of Newton’s method is one; the number of iterations
of the estimation process is three. The canceller is trained with 20 OFDM
symbols.
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Fig. 7. Performance of each canceller with 100 training symbols on different
amounts of RF attenuation ARF and different transmission powers. The
numbers in parentheses in the legend denote the values of ARF. In the
proposed scheme, Mn = 1, L = 3, and K = 8.

only a small number of sidelobe subcarriers can be used for
estimation. Besides, the performance with K = 8 or more is
almost the same as that with K = 20, and it is possible to
estimate by using the guard band. Therefore, in the rest of this
section, we use eight sidelobe subcarriers (K = 8) to estimate
nonlinear coefficients.

In Fig. 7, we compare the performance of the proposed
canceller (denoted as “It”) and a Hammerstein canceller with
20 basis functions (denoted as “Ha”) that can estimate and
regenerate seventh-order PA nonlinearities and a 48-samples-
delayed signal correctly. To make fair comparisons with the
proposed canceller, the LS algorithm is used as the estimation
algorithm for the Hammerstein canceller. For comparison
with other methods that consider LNA nonlinearity, we also
show the performance of a canceller (denoted as “HaRx”)
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Fig. 8. Performance of each canceller with 100 training symbols and different
self-interference powers. In this result, Mn = 1, L = 3, and K = 8.

based on the technique described in [44]. Because the RX
nonlinearity mitigation technique presented in [44] is designed
for wideband receivers, the HaRx canceller combines the
technique described in [44] and the Hammerstein canceller. In
Fig. 7, we give 100 training OFDM symbols to each canceller
to compare their best performance. If the RF attenuation ARF,
which contains antenna separation and RF circuit cancellation,
is larger than 60 dB, the performance of the three cancellers is
almost the same. Additionally, if ARF is 50 dB, the proposed
canceller and the HaRx canceller achieve higher performance
than the Hammerstein canceller when the transmission power
is higher than 17 dBm. In this region, the received signal is
larger than −33 dBm, and the nonlinear distortion of the LNA
becomes larger than the thermal noise level. The Hammerstein
canceller cannot reduce the nonlinearity of the LNA, and
its performance decreases significantly as the received power
increases. In contrast, the HaRx canceller and the proposed
canceller can mitigate the received self-interference signal
distorted by the LNA. However, the HaRx canceller only
improves the cancellation performance by a few dB because
it is just a simple combination of the Hammerstein canceller
and technique reported in [44], and each of its components
operates independently. The proposed canceller achieves a
better performance improvement than the HaRx canceller
because parameters are estimated in cooperation with the three
stages.

For a more detailed discussion, we compare the cancellers
in Fig. 8, which shows the canceller performance when the
INR is changed from 20 to 70 dB. Because the power of
the received self-interference signal increases as the INR
increases, the nonlinearity of the LNA increases as the INR
increases. When the INR is larger than approximately 52
dB, the performance of the Hammerstein canceller reaches
51 dB because it cannot regenerate the nonlinearity of the
LNA. Fig. 8 shows that the proposed canceller achieves a
performance up to 20 dB higher than that of the Hammerstein
canceller, which indicates that the proposed canceller can
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Fig. 9. Convergence of each canceller at INR = 50 dB. In this result, Mn = 1,
L = 3, and K = 8.
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Fig. 10. Short span convergence of each canceller at INR = 50 dB. In this
result, Mn = 1, L = 3, and K = 8.

apply the inverse of the LNA nonlinearity to the received
signal and endure higher power of self-interference.

To discuss the convergence speed, we consider the results
shown in Fig. 9 and 10. Fig. 9 shows the convergence perfor-
mance of each canceller when the number of training symbols
changes from 5 to 100. When a canceller is trained sufficiently,
it achieves a cancellation performance close to 50 dB because
the INR is 50 dB in these results. In these figures, we do
not include the performance of the HaRx canceller because
the power of the signal distorted by the LNA is lower than
the thermal noise level in the situation, and the performance
of the HaRx canceller is almost the same as that of the
Hammerstein canceller. To achieve 45 dB cancellation, the
Hammerstein canceller needs 50 OFDM symbols, while the
proposed canceller requires only five or fewer. From Fig. 10,
we can confirm that the proposed canceller achieves around
47 dB cancellation with three training OFDM symbols and
has a convergence speed more than 16 times higher than
the Hammerstein canceller. Although the models of the two
cancellers are different, the number of parameters is a rough
measure of the convergence speed of both. The Hammerstein
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Fig. 11. Performance of each canceller with 100 training symbols and
different IRR values. In this result, Mn = 1, L = 3, and K = 8.

canceller has 20 × 48 = 960 coefficients. In contrast, the
proposed canceller has 48 + 1 + 3 + 1 + 3 = 56 coefficients,
which are approximately 1/17 less than those of the Ham-
merstein canceller. From the comparison of the number of
parameters, it can be shown that the proposed canceller has a
faster convergence speed than the Hammerstein one.

C. Limitations of the Proposed Canceller

It is important to evaluate under what condition the proposed
canceller performs worse than the Hammerstein canceller.
Fig. 7 and Fig. 8 show comparisons of the performance of
the cancellers when the transmission power and the gain of
the self-interference channel ARF are changed, respectively.
We confirm that the proposed canceller achieves the same or
better performance than the Hammerstein canceller even if
the nonlinearities of the PA and LNA are severe. We further
discuss the limitation of the proposed canceller considering the
performance of cancellers at various IRR values, as shown
in Fig. 11. When the IQ imbalance is so strong that the
IRR is less than 20 dB, the performance of the proposed
canceller deteriorates significantly. When the IRR is very low,
the assumption |brxb∗tx| � 1, which is necessary to obtain (38)
and derive the imbalance estimation stage, no longer holds.
Thus, the proposed canceller cannot estimate the coefficients
of the IQ imbalance well with severe IQ imbalance. The IRR
of less than 20 dB is extremely severe case [55], [56], so that
the degradation will hardly be a problem on actual terminals.

D. Computational Cost

The computational cost is an important performance indi-
cator of self-interference cancellers. The parameters, and their
values, related to computational cost are listed in TABLE VIII.
The number of both multiplications and additions for training
the Hammerstein canceller with 20 basis functions can be
expressed as 20MNtrNsym ≈ 3.07 × 107 when we perform
the pseudo-inverse matrix of the LS algorithm a priori [23].

TABLE VIII
PARAMETERS, AND THEIR VALUES, FOR COMPARING COMPUTATIONAL

COSTS

Parameter Proposed Hammerstein
Nsym (64 + 16)× 8 = 640
Nfft 64× 8 = 512
Nsc 52
M 48
P 7
Ntr 3 50
Mn 1 –
K 8 –
L 3 –

If the Hammerstein canceller is trained with a data signal
instead of a training signal, substantial computational power
is required due to the pseudo-inverse matrix. For training
with the data signal, the least mean squares (LMS) algorithm
is a practical solution. The number of both multiplications
and additions of the LMS algorithm for the Hammerstein
canceller with 20 basis functions is 40M per sample [28]. For
training with 50 OFDM symbols, the LMS algorithm needs
6.14×107 multiplications and additions, which are more than
those required by the LS algorithm with the pre-calculation
technique. Moreover, the LMS algorithm is less convergent
than the LS algorithm, so it needs a longer signal compared
to the LS algorithm; more specifically, it requires more than 50
OFDM symbols and 6.14× 107 multiplications and additions.
The recursive-LS algorithm exhibits fast convergence like the
LS algorithm, but its computational cost is not practical for
the time-domain Hammerstein canceller [28].

We have discussed the computational cost of the proposed
scheme in Section III-F. According to the values in TA-
BLE VIII, the number of MULs/DIVs, ADDs/SUBs, and

√
x

required for training the proposed canceller are approximately
1.23 × 106, 1.28 × 106, and 3.49 × 104, respectively. Note
that this cost is the same whether the used signal is a training
signal or a data signal because we cannot implement any pre-
calculation techniques for the proposed canceller. There is a
multiplier-free algorithm to compute

√
x [61], which needs

only 10 times addition for 14 bit fixed-point real value, which
requires accuracy of 10−5 or less. Thus, the total cost to
compute 3.49× 104 times

√
x is sufficiently smaller than the

total cost of 1.28×106 ADDs/SUBs. Therefore, the proposed
canceller can complete training with less than one-tenth of
the computational cost required to train the Hammerstein
canceller.

For self-interference cancellation of an OFDM symbol,
the proposed canceller needs about 4.73 × 104 MULs/DIVs,
4.10 × 104 ADDs/SUBs, and 1.92 × 103 square-roots. The
computational cost of the Hammerstein canceller for can-
cellation of an OFDM symbol is 20MNsym ≈ 6.14 × 105

multiplications and additions. Thus, the proposed canceller
can significantly reduce the computational cost of cancellation
compared with the Hammerstein canceller.

V. CONCLUSION

We have introduced operators that express characteristics
of each RF component in a minimum form and have de-
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rived a nonlinear self-interference signal model. Then, we
have proposed a novel nonlinear self-interference canceller to
effectively reduce the nonlinear self-interference caused by TX
and RX IQ mixers, the PA, and the LNA. The estimation
process of the proposed canceller consists of three stages,
which estimate the characteristic of the corresponding operator
of each RF component. Simulation results show that the
proposed canceller can estimate and remove the received self-
interference signal, which is distorted by the LNA. In addition,
the proposed canceller achieves higher cancellation perfor-
mance with fewer learning symbols and lower computational
cost than the Hammerstein canceller.

APPENDIX

A. Derivations of (26)–(30)

The relation of the input x and output y of an estimated
nonlinear amplifier � ∈ {tx, rx} can be written as

y = D̂�,lx =
P∑

p=1,3,···
d̂�,p,lx |x|p−1

= f̂�,l(|x|)
x

|x|
exp

(
jφ̂�,l(|x|)

)
, (66)

where f̂�,l(|x|) and φ̂�,l(|x|) are the amplitude-to-amplitude
(AM/AM) modulation and amplitude-to-phase (AM/PM) mod-
ulation of the estimated amplifier, respectively. The amplitude
of the output y can be written as

|y| = f̂�,l(|x|) =

∣∣∣∣∣
P∑

p=1,3,···
d̂�,p,lx |x|p−1

∣∣∣∣∣ . (67)

Then, we can compute the amplitude of the input signal |x|
from the amplitude of the output signal |y| by Newton’s
method as

rk+1 = rk −
|uk| − |y|
f̂ ′�,l(rk)

, (68)

where

f̂ ′�,l(r) =
Re [uk] Re [vk] + Im [uk] Im [vk]

|uk|
, (69)

uk = D̂�,lrk, (70)

vk =
d

dr

(
D̂�,lr

)∣∣∣
r=rk

=
P∑

p=1,3,···
d̂�,p,l p r

p−1
k . (71)

Then, (28) is derived from (68)–(71). Moreover, from (66),
the phase of input signal can be written as

x

|x|
=

y

f̂�,l(|x|)
exp (−jφ�,l(|x|)) ≈

y

|y|
|uMn

|
uMn

. (72)

The final approximation of (72) holds when |x| ≈ rMn .
Finally, (26) is derived from (28) and (72).
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