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Interference-Term Elimination for Wigner
Distribution Using a Frequency Domain
Adaptive Filter*

Shunsuke ISHIMITSU** and Hajime KITAGAWA***

In a nonstationary signal analysis, it has been clarified that the discrete Wigner
distribution, WD, is the most suitable distribution. The use of the WD is, however,
often complicated by the occurrence of interference terms. Thus, we proposed a
modified WD, called the RID (reduced interference distribution), and verified that the
RID could markedly suppress the occurrence of interference terms in both the auto-
and the cross-WD. In this study, we developed another method which makes use of a
block adaptive filter to eliminate interference terms and evaluate them quantitatively.
In this method, the least mean square, LMS, algorithm is applied in the frequency
domain. Simulated signals of a chirp type and an acoustic signal of a concert hall are
analyzed using spectrograms, WD, RID and the new method. From comparisons
among the results, it is concluded that the best result can be obtained using the new

method proposed in this study.
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1. Introduction

Spectrum analysis by means of the Fourier trans-
form has been widely used to extract the characteris-
tics of a signal. However its application is confined to
either periodic or stationary signals. Nonstationary
signals, such as acoustic signals, must be represented
in the time-frequency two-dimensional plane, because
their frequencies change with time.

Representative methods of time-frequency analy-
sis are those which utilize the Wigner distribution
(WD), and spectrogram. A unified framework for
these methods was presented by Cohen™. In Ref.( 1),
they are related to each other by smoothing the WD.

Among the methods, the WD is frequently used
for nonstationary signal analysis because it provides
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the highest resolution in both time and frequency
domains. Application of the WD, however, is often
complicated by the occurrence of interference terms
which have no physical meaning®. Therefore, to
extract reliable information from a signal, those spuri-
ous terms must be eliminated. The characteristics of
interference terms were elucidated and effective
measures were taken to exclude the terms by us®. In
Ref.(3), a modified WD, called the RID (reduced
interference distribution), was proposed. It has been
proved that interference terms are markedly suppres-
sed in analytic results obtained using the RID. How-
ever, both time and frequency resolutions of the RID
are slightly lower than those of the WD, as its algo-
rithm includes a smoothing process.

In this paper, we propose another method which
makes use of the adaptive filter, and compare the
calculated results with those obtained using the RID
for both simulated and measured signals.

2. Nonstationary Signal Analysis

The analytical methods which are related to this
study are briefly described.
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2.1 Short-time Fourier transform
The Fourier transform is defined by

Fiw)= [ f(Deat. (1)

When the signal, f(#), is nonstationary (that is, the
frequency spectrum of f(¢) is time-variant), the spec-
trogram of Eq.(2) is applied for the analysis.

P(t, w)=lim M:::f( Dw(t—r)e ™ dr 2/T (2)

(The spectrogram is defined as the square of the
STFT.) The window length, r, directly affects the
resolutions of both time and frequency, because in Eq.
(2), a signal of length r is assumed to be quasi-
stationary. The closer to stationary a signal is, the
larger is the value of r which can be applied and vice
versa. Then, to choose a suitable window length, the
characteristics of the signal must be investigated
before the spectrogram calculation of Eq.(2)
2.2 WD and RID

WD is calculated as

Wi (¢, w)=717;[:f(t+7T)f*(t—7r)e‘f‘"’dr.

(3)

Interference terms are always introduced by the
WD calculation. To analyze a signal accurately, those
spurious terms must be removed as effectively as
possible.

RID was proposed to attain this purpose and it
was shown that the algorithm successively reduces
interference terms®. In the RID algorithm, the
following four procedures are applied to the WD

algorithm :
(1) Selection of the most suitable lag window
length,

(2) Revision of the analytic signal calculation,

(3) Introduction of the spectrogram calculation
in order to mask outer interference terms,

(4) Application of a smoothing procedure for
both time and frequency domains, separately.

While (1) and (2) prevent the WD from gener-
ating extra terms, (3) and (4) are means to remove
extra terms from the WD. As (3) and (4) are filter-
based, some restrictions are imposed on both time and
frequency resolutions.

2.3 Wavelet transform (WT)

In WT calculation a basic function ¢».q(#), called

an analyzing wavelet, is used ;

Wb, == gz 50 )r0ar (1)

where “a” and “b” are scale and shift parameters,
respectively. The analyzing wavelet is translated, and
dilated or contracted, using those parameters. As the
function must be localized in both time and frequency,
the admissibility condition
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f Jﬂ'i%@'de<OO (5)
—o w

is satisfied, where ¥%.o(w) is the Fourier transform of
the analyzing wavelet ¢s,o(2).

Gabor function'® is a typical analyzing wavelet.
It is expressed as

$(t)=1"%, /‘”—;e—%(%"—w“mf (6)

where w, is the central frequency of the distribution,
and 7 is a parameter which determines the degree of
localization in the frequency domain. Although the
admissibility condition is not satisfied in the strict
sense, the introduction of this analyzing wavelet does
not cause problems in practical application if 7 is
chosen to satisfy [(N+1) ¥,..(0)?<1 (where N is the
“scale” sampling number).

As the Gabor function provides not only good
localization, but also a similar impulse response to the
human auditory system, it is used as the analyzing
wavelet in this study.

3. Application of a Frequency Domain
Adaptive Filter to Eliminate Interference
Terms of the WD

Applying a frequency domain adaptive filter, an
interference-term elimination algorithm is developed
in this study. The algorithm is explained in this
section.

3.1 Least mean square, LMS, algorithm

Error signal, e(#n), is the sum of a desired signal,

d(n), and an output from an adaptive filter, wi#) ;

e(n):d(n)Jrgwi(n)x(n—i). (7)

Let the measurable cost function J be defined as

J=E{e*(n)} (8)
where E{ } denotes the expectation operator. From
Eq.(8), the mean-square error is estimated.

If a reference function, x(#), is correlative with
d(n), the value of J can be reduced by applying Egs.
(7) and (8). The optimum filter coefficient to
minimize J can be evaluated from gradient vectors of
a negative direction as shown in Fig. 1, because those
vectors are perpendicular to the contour lines of / and
J increases in that direction. The differentiation of J
with respect to a coefficient (that is, the gradient
vector) is defined by

%=2E{e(ﬂ)%}. (9)

Based on the assumption that W: is time invar-
iant, the partial differentiation of Eq.(7) with respect
to W; is given by

@ggvii)q(n— ). (10)

By renewing Wi in the —VJ(n) direction, J(#)
can be minimized with the fewest possible iterations.
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That is,
Win+1)=Wiln)—uV](n)
=Win)+2uEle(n)x(n—1)] (11)
where u is a coefficient of convergence.

To simplify the calculation of Eq.(11), the expec-
tation, E[e(n)x(n—1)], can be replaced by e(n)x(n
—1) in the ‘LMS algorithm’ and the following equa-
tion is obtained® ;

Win+1)= Wi n)+2ue(n)x(n—1). (12)

As the calculation of expectation is omitted, the

gradient vector of the algorithm is equal to an instan-

taneous value of VJ(#) at the time # and the cost
function, /, becomes larger than the minimum conver-
gent value, /mn, by the amount of residual error. This
increment is proportional to ¢ which can be deter-
mined from the average energy of x(n)®.
3.2 Frequency domain adaptive filter
A block diagram of the system is shown in Fig. 2.
In order to eliminate the interference term after a
calculation of the WD is completed, the LMS algo-
rithm is applied in the frequency domain. Then, the
elimination procedure can be applied in the final stage
of calculation.
x(n) and d(n) are inputted to the system in the
format of an L-point data block of the time series.

J(n)
J(n+1) ufpt

U8P’L

0

Fig. 1 Steepest-descent algorithm illustrated on a two-
dimensional quadratic performance surface

’ (L)
W | p/s| y(»)
x(n) S/P
(L)
BAA [fx ¢
©
d(n) S/P
DiP

S/P : Serial-to-Parallel Converter
P/S : Parallel-to-Serial Converter
BAA : Block Adaptive Algorithm

Fig. 2 Block diagram of frequency domain adaptive filter
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The %-th data block is given by
xi=[x(Lk—1)x(Lk—2)--2(Lk—L)] (13)
and
di=[d(Lk—1)d(Lk—2)---d(Lk—L)] (14)
where £=1,2,3, - and T denotes transposition.
The coefficients of both equations, which are
complex numbers, are expressed as
wZ:[wo(k)u’l(k)"'WL-l(k)]- (15)
At a discrete frequency F(f), where 0 /o< L —1,
error signals and filter coefficients are given by
es(k)=Dy,(k) = ws,(k) X,,(k) (16)
and
wro(k+1)=wys, (k) +2pe.,(k) X} (k) (17
where “*” denotes the complex conjugate. D;.(#) and
X(k) are pointers of frequency, which represent data
locations in digital data processing, of the £-th data
block. They are expressed as

Xfp(k):lzlx(Lk~L+ I)e- (18)
and
L-1 2ol
Di(k)= S d(Lk~L+ 1)e " (19)
3.3 Calculation of the block LMS WD (BLMS-
WD)

The algorithm is shown in Fig. 3. The time-fre-
quency distribution obtained by the system is called
BLMS-WD. In the analysis, the reference signal,
X(n), is inputted to the system in the format of an L-
point data block of an original time series. The
desired signal, D(#), is converted to an L-point data
block and transformed to a time-dependent correla-
tion function. The correlation function is compared
with a filtered signal. Then, every data block is
transformed to the frequency domain. Any analysis
method can be arbitrarily applied to X(») and D(»).
In an analysis in this study, the STFT and the WD are
applied to X (») and D(#n), respectively. This is a kind
of the BLMS-WD and in this case, the STFT and the
WD in each block are simultaneously calculated.

The BLMS-WD offers a very clear understanding
of the signal characterization, automatically and sys-
tematically. Interference terms of the WD and distri-
butions of the spectrum which may be incoherent with

(L)/ Yn(.L) Lms-WDg‘)
Wn —
_x( Is/p
BAA SL’Aé
d(nys/p TDCF
P2

TDCF: Time Dependent Correlation Function

Fig. 3 Block diagram of BLMS-WD
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Fig. 4 Spectrogram of chirp signal
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Fig. 5 WD of chirp signal

the reference signal, are eliminated by the adaptive
process. By observing the error signal obtained at the
final stage of the process, magnitudes and distribu-
tions of the interference terms can be precisely anal-
yzed. In other words, the interference terms in the
WD can be quantitatively estimated with ease.

By applying this algorithm, some simulation sig-
nals are analyzed. One of them is synthesized from
two chirps whose sweeping velocities are 30.5 Hz/s
and 7.6 Hz/s. Figure 4 and Fig. 5 show results calcu-
lated from the STFT and the WD, respectively. Fig.
6 shows the BLMS-WD with #=0.08. From Fig. 6,
it is proved that the BLMS-WD analysis can elimi-
nate interference terms effectively and provide high
resolution. Figure 7 is the error signal of the BLMS-
WD. In this figure, a distribution of the outer interfer-
ence term exists between two signals. In a result
obtained using the BLMS-WD, not only the outer
interference term but also the inner one can be detect-
ed simultaneously as the error signals.

Thus, a ‘single process’ can be effectively applied
to remove both types of interference term in the
BLMS-WD calculation, while, in the RID calculation,
the STFT is applied to eliminate the outer interfer-
ence term and a smoothing procedure is used to
reduce the inner one. Moreover, in the BLMS-WD
algorithm, there is little trade-off between the inter-
ference term elimination and the signal resolution,
since no smoothing process is used. In the BLMS-WD
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Fig. 6 BLMS-WD of chirp signal
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Fig. 7 Error signal of chirp signal in BLMS-WD

calculation, it takes 2 sec for the convergence when u
is 0.08. Because the interference term is considered as
a noise plant in the adaptive signal processing theory,
the filter coefficient is likely to fluctuate even after the
convergence. To stabilize this fluctuation sufficiently,
a longer convergence time is required. Then, the
coefficient of convergence, 1, must be determined by
considering the trade-off between the stability and the
convergence time of the system. The optimum value
of u depends on the signal characteristics.

4. Analysis of an Acoustic Field

An impulse response of a concert hall is analyzed.
The hall is rectangular and is designed to accommo-
date about 2 000 persons. An impulse is emitted from
the center of the stage and it is received at the central
seat of the 12th row from the stage.

Results of the analysis are shown in Fig. 8 - Fig.
14. In those figures, sound intensities are divided into
6 levels of —8, —5, —2, 1, 4 and 7 dB.

It is evident from the figures that high-frequency
components above 10 kHz attenuate gradually while
components below 3.5 kHz remain as the reverberant.

From the results of the STFT, the spectrum
distribution may be qualitatively determined, but it is
fairly broad because of poor resolution (Fig.8). For
the sake of a quantitative investigation, a region
where high energy components are concentrated is
analyzed. For example, the area of the address (1.8
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kHz, 160 ms) in the time-frequency plane, is a repre-
sentative region (the region ‘A’, in Fig. 8). Its acous-
tic energy is beyond 7 dB and its extent is over 38.4
ms.

In the results of the WD (Fig. 9), the spectrum
distribution is fairly sharp but the signal components
and the interference terms are not distinguishable.
However, judging from the breadth of the distribution,
the resolution is improved by about a factor of 3
compared with that of the STFT. In region ‘A’, both
components are not separated and can not be distin-
guished, but the extent of this region is less than 12.8
ms.

Main components in the reverberant sound are
accurately and discretely obtained using the RID. As
shown in Fig. 10, the extent of region ‘A’ is 14 ms and
the same resolution of time as that of the WD is
maintained.

Since the BLMS-WD shown in Fig. 11 is calcu-
lated using a small # (#=0.01), the convergence time
required is about 100 ms. In this case, the interference-
termfree spectra of reverberation are clearly detect-
ed. Again, the extent of region ‘A’ is 12.8 ms and the
same resolution of time as that of the WD is complete-
ly maintained. As compared with the RID of Fig. 10,
the damping characteristic of reverberation obtained
from the BLMS-WD is more evident, (Fig. 11), while
the RID provides a unclear transition due to smooth-
ing and filtering processes. Thus, it is concluded that

75 -

kHZ)

85

Frequency

325

28 168.0 3208 480.2 648.0
Time (ms)

Fig. 8 Spectrogram of a measured signal of a concert
hall

6.5

Frequency (kHz)

0.20 160.88 320.00 480.00 640.0208
Time (ms)

Fig. 9 WD of a measured signal of a concert hall

Series C, Vol. 39, No. 4, 1996

the BLMS-WD is a very effective algorithm for accu-
rate analysis of a nonstationary signal.

Next, the same impulse signal is analyzed using
the WT (Fig. 12). In the analysis, a Gabor function
with wp=6.5 kHz, is used as the analyzing wavelet. A
multiresolution analysis, which is similar to the
human auditory sensation and gives a poorer time
resolution in the lower frequency region and a poorer
frequency resolution in the higher frequency region, is
performed in the calculation of the WT. As 1.8 kHz is
a relatively low frequency, the duration of region ‘A’
is much longer (67.2ms) than that in other cases.
Then, to examine the discontinuity of the impulse
more clearly, w, is altered to 250 kHz (Fig. 13). As
compared with Fig. 12, the regions where the time
resolution is improved in Fig. 13, are considered as the

Frequency (kHz)

480.00 640.00

Fig. 10 RID of a measured signal of a concert hall
13 ﬁ
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Yt LT
9 '%a;'”;;' ‘q'-o . 0 o> o
° AR * VY O Vb~ 0 8
2.0e 320.00 48@.020 540.08
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Fig. 11 BLMS-WD of a measured signal of a concert hall
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Fig. 12 WT of a measured signal of a concert hall
(Central frequency=6.5 kHz)
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Frequency (kHz)

Time (ms)

Fig. 13 WT of a measured signal of a concert hall
(Central frequency =250 kH)

Frequency (kHz)

3200
Time (ms)

Fig. 14 BLMS-WD of a measured signal of a concert
hall, obtained using WT=x(») and WD=d(»n)
(Central frequency =250 kH)

’

discontinuity components. Region ‘A’ is detected as
the components at the peak positions of 160 ms and
1712 ms on a 1 dB-level contour line. Although the
detection of the discontinuity in this manner is pos-
sible, the uncertainty of frequency and that of scale
become larger, as shown in Fig. 13. Then, it becomes
difficult to determine the physical meaning of energy
distributions. Region ‘A’, for example, cannot be
identified clearly, because the region is elongated in
the frequency direction.

Since any method of two-dimensional analysis
can be applied to the BLMS-WD, the WT is applied
for x(»n) and the WD for d(#) to detect the disconti-
nuity of a signal effectively, or to obtain a characteris-
tic similar to the auditory response. In order to obtain
an energy distribution of higher resolution, the BLMS-
WD with #=0.01 is applied for the impulse signal
analysis. The result is shown in Fig. 14. The conver-
gence time is 80 ms. The extent of region ‘A’ is 13 ms
and it is approximately equal to that obtained from
the WD. Therefore, a more accurate spectrum analy-
sis based on the figure is possible, and accordingly the
detection of the discontinuity is feasible, for example,
from the concave pattern of the components in a high-
frequency region above 8.8 kHz. Namely, a new
distribution is obtained from Fig. 14, which makes it
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possible to detect the discontinuity corresponding to
the human auditory sensation, and to analyze the
instantaneous energy of a signal, simultaneously.
(Alternatively, the WT provides only the discontinu-
ity and the WD, only the instantaneous value of
energy).

When a reverberation is supplied by hardware,
for example, by a digital signal processor (DSP), the
time delay is directly detected by means of reflection
signals from the echo. However, the threshold value
of time-delay detection is determined without con-
sidering the human auditory sensation. By applying
the method developed in this study to this field, it is
possible to select the most effective time delay and
instantaneous energy of an acoustic signal which
correspond exactly to the human auditory sensation.

5. Conclusion

An interference-term elimination algorithm using
the WD is developed in this study. The algorithm
makes use of a frequency domain adaptive filter. It is
shown, by the analyses of both simulated and mea-
sured signals, that the method makes it possible not
only to eliminate both outer and inner interference
terms simultaneously, but also to estimate quantita-
tively the magnitude and the distribution of the terms.
The effect of a trade-off between the time-domain
and frequency-domain resolutions in this method is
less than that in the RID, which is another algorithm
for interference-term elimination previously proposed
by us. Therefore, it is concluded that a signal can be
more precisely represented on the time-frequency
plane than other existing methods.

Any time-frequency analysis method can be
applied arbitrarily to the desired signal, d(#), or the
reference signal, x(#), in the new method. Therefore,
by applying several methods to the inputs, simulation
signals and a measured impulse signal of a concert
hall are analyzed. The results show that such
significant characteristics of a signal as the exact
instantaneous value of auditory sensation, the discon-
tinuity corresponding to the human auditory sensation
and the quantitative estimation of instantaneous
energy, are obtained simultaneously. The new method
proposed in this study is applicable in various fields of
the nonstationary signal analysis.

Thanks are expressed to Mr. S. Mori and Mr. M.
Kato at Pioneer Electronic Corporation for their
helpful advice.
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