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Abstract 

The operation of logistic and inventory has been recognized as an important aspect of 

disaster relief. The role of logistics is delivering the needed items to the disaster victims 

quickly and efficiently even in very remote parts of the disaster area and under difficult 

circumstances. Furthermore, inventory play critical role in managing all the life support 

items and delivering those items to the victims whenever they need it. Pre-positioning relief 

inventory during disaster preparedness enable each inventory location to fulfill the demand 

for the short period after the disaster. However, due to sudden demand after disaster and 

chaotic condition at that moment, relief inventory level at each inventory location may vary 

significantly and some of them may shortage of necessary items.  

Accurate information about demands and supplies acquired during disaster is extremely 

important in generating action plan of relief logistic and inventory including lateral 

transshipments. The operational research approach is the best option for modeling lateral 

transshipments operation assuming an existence of that accurate information. However, 

accurate information about demands and supplies during disaster is difficult to acquire due to 

loss of communication abilities and infrastructure damages. To overcome this constraint, we 

propose a lateral transshipment model of relief inventory to leverage the inventory level 

between locations using self repair and self recognition network designed for relief logistic 

and inventory management. This model uses cellular automata and spatial game theory. We 

address the following research question in detail: (i) How does the self-repair and self-

recognition network of relief logistic and inventory improve their system performance? (ii) 

What is the best model to choose and under which circumstance that model work well? (iii) 

What the necessary preparation for getting the best performance of lateral transshipment and 

avoiding the reverse effect? 

In self-repair network model, we use eight parameters to characterize the dynamic 

interactions among inventory location (disaster’s shelters). This model is able to increase 

performance of lateral transshipment under inaccurate information situation, however there 

is no mechanism to control the dynamic of the lateral transshipment. To overcome that, we 

further developed self-recognition network model using spatial game theory. Finally, we 

enclosed our research with cluster formation of inventory location before disaster, to further 

increase performance of the lateral transshipment.  The case of two volcanic eruptions in 

Indonesia (Merapi Mountain and Sinabung Mountain in 2010 and 2013) validates the 

robustness of our approach. On the basis of our finding, we provide a guideline for relief 

organization on how to use and get benefit from our approach in post disaster situation. 
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1 Introduction 

1.1 Background and Context 

Natural disasters strike unpredictably all over the world causing infrastructure 

damage, losing human lives, and making many thousand of people leave their home. 

The need to help people after a disaster is continuously growing due to the increasing 

number of natural disasters recently [1]. The emergency events database (EMDAT) 

contains essential core data on the occurrence and effects of mass disasters in the 

world from 1900 to the present[2]. A wide variety of disasters are recorded: from 

natural events like floods, pandemics and earthquakes to human activity based 

disasters like terrorism, train accidents, and nuclear power plant failures.  

Large disasters such as the 2004 Indian Ocean Tsunami, 2005 Hurricane Katrina, 

2010 Haitian Earthquake, and the 2011 earthquake and tsunami in Japan bring the 

unpredicted impact to the social and economic system. The consequences of a natural 

disaster are calculated in terms of the loss of thousands of human lives and a terrible 

economic impact to the concerned area.  

Recently, information systems for disaster relief have improved greatly, leading to 

better coordination among each organization involved. Management of information 

needs to be addressed when defining an inventory management concept because 

decision-making structure is closely related to information [3]. Better communication, 

coordination, early warning systems, evacuation procedures, inventory and logistics 

systems, and firefighting and rescue equipment have all helped reduce the impact of 

disasters. Achieving an integrated global relief chain is a remaining challenge even 

though current and emerging efforts to improve disaster relief coordination are 

promising[4]. Many literatures provide a useful generalization for managing the 

coordination required between organizational levels and different organizations during 

the response effort [5]. 

Humanitarian disaster relief operations are extremely needed after the disaster since 

the victims lose their ability to sustain their own life for some periods of time after that 

onset event. The practice of humanitarian disaster operations has huge consequences 

that calculated in terms of the loss of thousands of human lives and a terrible 

economic impact to the concerned area. In 2010, there are more than 297,000 people 
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were killed and over 217 million were suffered by natural disaster that bring an 

economic damage at over USD 129.9 billion [2].  

The humanitarian disaster relief operations must be provided within the first hours 

after the disaster to increase the survival rate of the disaster victims [6]. These 

operations usually involve various local and international organizations, host 

governments, military, and private companies. Their activities including: relocating 

victims, delivering health care, and providing shelters and life support items. With 

their capability and expertise, such organizations are able to supply daily essentials 

such as foods, clothing, medicines, etc [7]. Those critical supplies available in the 

affected areas are either destroyed by the disaster event, or quickly depleted during 

immediate response, necessitating the rapid deployment of humanitarian logistical 

activities to reduce further damage[8].  

 The core of humanitarian logistic is delivering aid to helpless people quickly and 

efficiently even in very remote parts of the disaster area and under difficult 

circumstances. The logistics system can be represented as a social network of 

Individuals conducting a set of technical activities (e.g., routing, inventory 

management) over a set of supporting systems (e.g., transportation, communications) 

[9].  

Humanitarian inventory play critical role in managing all the life support items and 

delivering those items to the victims whenever they need it. Logistic and inventory 

system cannot be separated each other and have to work collaboratively to achieve 

best performance. The role of logistic and inventory system for disaster relief is 

mentioned by [10] that describe an environment for those systems operation.  

Humanitarian logistic and inventory involves all activities conducted at the 

different phases of emergency management: mitigation, preparedness, response, and 

recovery[11]. The mitigation and preparedness are conducted before a disaster, to 

reduce the potential economic, social and physical impacts of an event, and include 

such activities as the pre-positioning of critical supplies, improvement of building 

codes, and the development of response plans. At this phase, each shelter location 

keeps some amount of inventory called pre-positioning inventory as a part of disaster 

preparedness implementation [12]. The aim is decreasing disaster potential devastating 

effects [7]. Immediately after a disaster, emergency responders initiate the response 

phase, which includes search and rescue, and transporting the equipment, personnel 

and materials required for impact assessment and repairs. This phase is followed by 
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recovery activities in which humanitarian logistic and inventory takes the major roles 

in it.  

Opposite with the humanitarian logistics and inventory, the features and dynamics 

of commercial logistics are well known with highly sophisticated analytical models to 

optimize the various components and enhanced its performance [9]. Their original 

design of logistic and inventory system is hierarchical where transportation flows from 

higher echelon to the next. This inventory system tends to have less flexibility since 

each inventory point cannot interact or help each other to get a better performance. 

This flow complements existing inventory system flows which is hierarchical from 

one level to the next, i.e. from suppliers to manufacturers, from manufacturers to 

wholesalers, from wholesalers to retailers, and from retailers to customers. The more 

flexible logistics and inventory system allows lateral transshipment within same or 

adjacent echelon [13]. Formally, lateral transshipment in an inventory system means 

the movement of stock between locations at the same level[14]. 

Due to chaotic condition after disaster, relief logistic and inventory faces a several 

problems: 

1. Excessive demand at very short period after disaster. 

2. Unbalance inventory level between inventory locations (shelters). 

3. Low credibility of information that comes from many sources: firefighter, 

police, transporter, eyewitnesses, etc. 

4. Damage of the infrastructures. 

The lateral transshipment option in logistics and inventory is beneficial for relief 

disaster operations. Figure 1 illustrates a simple system for lateral transshipment of 

inventory that consist of a single central warehouse supplying four shelters. With this 

option, the shelter (inventory location) having excessive number of stock may share 

some of their stock to the neighborhood shelter having low stock. In this way, the 

stock level among all shelters is hopefully matched with their demand. The benefits of 

lateral transshipment in avoiding zero stock level at each shelter and balancing the 

stock level among them is mentioned by[15]. After disaster, the accurate and reliable 

information about shelter condition (demand pattern and stock level) is difficult to 

acquire due to loss of communication abilities and infrastructure damages. The lateral 

transshipment in this situation may lead to even worst condition (high stock out and 

unbalance level) and high cost (transportation and handling). Based on those facts, we 

aims to  
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1. Find appropriate parameters including their range of value that directly or 

indirectly has an effect to the success of lateral transshipment operation. 

2. Control the lateral transshipment process. 

3. Make supportive preparation before the disaster that contributes positively to 

the success of lateral transshipment operation. 

 Accurate information about demands and supplies acquired during disaster is 

extremely important in generating action plan of relief logistic and inventory including 

lateral transshipments. The operational research approach is the best option for 

modeling lateral transshipments operation assuming an existence of that accurate 

information. If the sufficient information is not available, operation research approach 

is no longer appropriate for modeling and solving lateral transshipment problem. We 

have to develop method that maximizes the usage of local information.  

In computer science there is a collaborative network system called self-repair 

network (SRN) having characteristic like lateral transshipment of inventory. The self-

repair network model involves collaboration in the computer network whereby each 

computer tries to repair other computers by mutual copying[16]. The main difference 

between self-repair network model and inventory lateral transshipment is the resources 

used for the repair process. The repair process for the self-repair network does not 

consume resources, whereas in the repair process for lateral transshipment, its own 

resources are consumed by transferring them to others. This model mentioned that 

sharing action has side effects such as spreading contamination and consuming 

resources. In relief inventory, lateral transshipment has a side effect of reducing the 

service level of the sender and consuming resources in term of transportation[15]. 

The cellular automata model is a tool for modeling complex phenomena [17]. Each 

entity (cell) in cellular automata has specific characteristics, has the ability to interact 

with neighboring cells, and also has the ability to change dynamically according to 

some rules[18]. Cellular automata have been used to model a wide range of physical 

phenomena including traffic flows, disease epidemics, stochastic growth, predator–

prey dynamics, invasion of populations, earthquakes, and dynamics of stock markets. 

Cellular automata models can be either deterministic or probabilistic, depending on the 

component for updating rules. 

Firstly we will model the behavior and measure the performance of lateral 

transshipment in humanitarian logistic and inventory using probabilistic cellular 

automata. The cellular automata model is appropriate as a base model, since it can 
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model dynamic interaction among shelters (inventory locations) as interaction among 

cells[18]. With this method, we can model the interaction of the shelters even without 

accurate information of demand trends and supplies in each shelter. In addition, we get 

the better performance of lateral transshipment comparing with the regular logistic and 

inventory practices (without lateral transshipment). The model is inspired by the 

cooperative work of immune cells in immunity based system theory[20]. In this model, 

we assume that there is a predetermined level of altruism in each agent (shelter) and 

we neglected the cost as a performance measure. In order to assess the applicability of 

the model, we implemented our model for the real case of humanitarian logistics and 

inventory operations of a volcanic eruption in Merapi Mountain, Indonesia [21].  

Secondly, we intend to control lateral transshipment process of relief inventory 

using spatial game theory in order to get best strategy of lateral transshipment in relief 

logistic inventory and reduce it related costs. Each shelter has a freedom to help or not 

help based on its current situations. We model the distribution and inventory operation 

of ready to use food items during the disaster recovery with the case of volcanic 

eruption at Sinabung Mountain Indonesia in 2013 [22].  

 

 

Figure 1. Illustration of lateral transshipment processes 

By comparing three strategy schemes of mutual support such as without lateral 

transshipment, with fully lateral transshipment, and partial lateral transshipment. The 

first two schemes don't have strategy update mechanism or in other words their 

strategy is static. The last scheme has strategy update that consists of three types: 

maximum payoff, static support level, and dynamic support level. The second strategy 

is similar with the first and second strategy scheme (without and with lateral 
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transshipment), but the level of support is previously defined such as 50% support. We 

demonstrate the strengths and weaknesses of each strategy scheme. We use inventory 

related cost as performance measure such as procurement cost, transportation cost, 

holding cost, and “stock out” cost.  

Lastly, we complete our previous model with shelter’s cluster formation at the 

preparation phase (before disaster) to further improve the performance of the lateral 

transshipment system for relief logistic and inventory. We propose two stages 

mechanism in building the cluster using nearest neighbor algorithm and stable 

roommate algorithm. Figure 2 illustrates relationships between chapter 3, 4, and 5. 

Overall, in this research we address the following research question in detail: (i) 

how’s the mechanism of lateral transshipment can improve the performance of 

humanitarian logistic and inventory? (ii) What is the best strategy to control lateral 

transshipment system in relief disaster logistic and inventory, and under which 

circumstance that scheme work well? (iii) What the necessary preparation for getting 

the best performance of lateral transshipment and avoiding the reverse effect.   

 
Figure 2. Relationship between chapters 
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1.2 Scope and Objectives 

The objective of our research is building a model of humanitarian logistic and 

inventory transshipment operation using the logic of self-repair and self-recognition 

network. We use cellular automata, spatial game theory, and stable roommate 

algorithm as a development basis. We limit our research into a scope of relief logistic 

and inventory with some assumption: 

1. Inventory in each shelter is safe from disaster impact.  

2. The cost of logistic and inventory includes: purchasing, handling, 

transportation, and stock out. 

3. Enough number of transportation vehicles.  

4. Number of shelters (or inventory location) is static.  

5. Total number of stocks in all shelters is above their average capacity. 

1.3 Achievements 

 We successfully build a model of humanitarian logistic and inventory that able to 

control the transshipment operation so that the negative side of the transshipment is 

avoided and the performance is boosted. In each disaster condition, we can create an 

action plan to implement the result of our research so that disaster stakeholders can get 

benefit from it.  

1.4 Overview of Dissertation 

This dissertation is structured as follows. First, we introduce the state of the art 

about relief logistic and inventory model, probabilistic cellular automata, and spatial 

game theory. Next, we explain our first model of probabilistic cellular automata for 

modeling the relief logistic and inventory trough lateral transshipment. Furthermore, 

we explain about our second model of spatial game theory in controlling the lateral 

transshipment operations. Finally, we complete the model with the cluster generation 

of inventory location to further increase the performance of relief logistic and 

inventory model. We validate both of our models using case study of volcanic eruption 

disaster data in Merapi Mountain and Sinabung Mountain Indonesia. Finally, we 

conclude this research by highlighting the findings and operational recommendation. 
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2 Related Work 

2.1 Emergency Management 

Interest continues to grow in the fields of emergency management and improving 

the response to rapid-onset disasters[23]. Modern emergency management developed 

from the civil defense and civil protection efforts that began in the 1940s to protect 

civilians against the effects of warfare and nuclear exchange. Emergency management 

has traditionally been viewed as a five-phase approach[24]:  

1. Prevention: Activities taken to avoid or to stop a disaster/emergency from 

occurring.  

2. Preparedness: Activities, programs, and systems developed and implemented 

prior to a disaster/emergency that are used to support and enhance mitigation 

of, response to, and recovery from disasters/emergencies. 

3. Response: In disaster/emergency management applications, activities designed 

to address the immediate and short-term effects of the disaster/emergency. 

4. Recovery: Activities and programs designed to return conditions to a level that 

is acceptable to the entity. 

5. Mitigation: Activities taken to eliminate or reduce the probability of the event, 

or reduce its severity or consequences, either prior to or following a 

disaster/emergency.  

Prevention, preparedness and mitigation are closely related.  They all deal with the 

concept of eliminating or at least minimizing impacts of a disaster or incident.  

Prevention relates to making more informed decisions, such as determining where 

earthquake faults and flood plains are in order to avoid building in those areas.  

Prevention can also take the form of increased security measures on a property.  

Preparedness is used commonly in reference to educating and training residents or 

personnel, pre-planning, and identifying resources in advance.  Mitigation can be 

carried out before or after an incident.  Strapping down equipment, installing hurricane 

clips on roofs, and building storm shelters are all examples of mitigation.  

Implementing any of these phases involves money and time, so they may be given 

insufficient attention in some organizations. 
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Response generally refers to the immediate actions taken after an incident to save 

lives and protect assets.  Lessening or eliminating subsequent impacts also falls in this 

category, such as putting out a fire in one building before it spreads to an area filled 

with explosives or cleaning up a hazardous material spill before it causes more 

contamination of the environment.  Recovery starts almost immediately with response 

and includes the clean up and return to normal, or better than normal.  Recovery can 

be a short or long process depending upon the incident.  If an organization has to 

recover from a major fire, for example, the recovery process may include extensive, 

lengthy medical treatment for victims, interactions with insurance companies and fire 

inspectors, or closing a site and relocating the entire business. 

According to FEMA (2003) [25], core functions necessary during emergencies are: 

1. Direction and control 

2. Communications 

3. Warning 

4. Emergency public information 

5. Evacuation or in-place sheltering 

6. Mass care 

7. Health and medical 

8. Resource management (p. 9.6)  

2.2 Basic Theory of Logistic and Inventory 

Logistics is the art of managing the supply chain and science of managing and 

controlling the flow of goods, information and other resources like energy and people 

between the point of origin and the point of consumption in order to meet customers' 

requirements. It involves the integration of information, transportation, inventory, 

warehousing, material handling, and packaging.  

Logistics has always been an important factor in humanitarian aid operations, to 

the extent that logistics efforts account for 80 percent of disaster relief [26]. The speed 

of humanitarian aid after a disaster depends “on the ability of logisticians to procure, 

transport and receive supplies at the site of a humanitarian relief effort” [27]. 
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Humanitarian logistics encompasses very different operations at different times, and as 

a response to various catastrophes. All these operations have the common aim to aid 

people in their survival. The effectiveness of the humanitarian relief response depends 

on the speed with which supplies can be procured, transported and managed at the 

site[27]. 

Inventories are materials stored, waiting for processing, or experiencing 

processing. The theory of inventory is the sub-specialty within operations research that 

is concerned with the design of production/inventory systems to minimize costs. It 

studies the decisions faced by firms and the military in connection with 

manufacturing, warehousing, supply chains, spare part allocation and so on; it 

provides the mathematical foundation for logistics. The application of operations 

research techniques in this area (sometimes called scientific inventory management) is 

providing a powerful tool for gaining a competitive edge. Inventory management 

concept covers four areas and acts as starting point for redesigning actions [28]: 

physical infrastructure, planning structure, information architecture, and organization 

embedding. 

 

Figure 3. Inventory System [29] 

 

Figure 4. Inventory fluctuation throughout the time [29] 

Inventory management comprising the following steps: 

1. Formulate a mathematical model describing the behavior of the inventory system. 

2. Seek an optimal inventory policy with respect to this model. 

2 Inventory Theory

regarding the costs of operation.  Sections 25.5 and 25.6 derive optimal solutions for the
(s, S) policy under a variety of conditions.  This policy places an order up to level S when
the inventory level falls to the reorder point s.  Section 25.7 extends these results to the
(R, S) policy.  In this case, the inventory is observed periodically (with a time interval R),
and is replenished to level S.

Flow, Inventory and Time

An inventory is represented in the simple diagram of Fig. 1.  Items flow
into the system, remain for a time and then flow out.  Inventories occur
whenever the time an individual enters is different than when it leaves.
During the intervening interval the item is part of the inventory.

Flow In Inventory Level
(Residence Time)

Flow Out

Figure 1.  A system component with inventory

For example, say the box in Fig. 1 represents a manufacturing
process that takes a fixed amount of time.  A product entering the box at
one moment leaves the box one hour later.  Products arrive at a rate of 100
per hour.  Clearly, if we look in the box, we will find some number of
items.  That number is the inventory level.  The relation between flow,
time and inventory level that is basic to all systems is

Inventory level = (Flow rate )(Residence time) (1)

where the flow rate is expressed in the same time units as the residence
time.  For the example, we have

Inventory Level = (100 products/hour )(1 hour) = 100 products.

When the factors in Eq. (1) are not constant in time, we typically use their
mean values.

Whenever two of the factors in the above expression are given, the
third is easily computed.  Consider a queueing system for which customers
are observed to arrive at an average rate of 10 per hour.  When the
customer finds the servers busy, he or she must wait.  Customers in the
system, either waiting or be served, are the inventory for this system.
Using a sampling procedure we determine that the average number of
customers in the inventory is 5.  We ask, how long on the average is each
customer in the system?  Using the relation between the flow, time and

Inventory Models 3

inventory, we determine the answer as 0.5 hours.  As we saw in the
Chapter 16, Queueing Models, Eq (1) is called Little's Law.

The relation between time and inventory is significant, because
very often reducing the throughput time for a system is just as important
as reducing the inventory level.  Since they are proportional, changing one
factor inevitably changes the other.

The Inventory Level

The inventory level depends on the relative rates of flow in and out of the
system.  Define y(t) as the rate of input flow at time t and Y(t) the
cumulative flow into the system.  Define z(t) as the rate of output flow at
time t and Z(t) as the cumulative flow out of the system.  The inventory
level, I(t) is the cumulative input less the cumulative output.

I(t) = Y(t) – Z(t) = ⌡⌠
0

t
y(x)dx  - ⌡⌠

0

t
z(x)dx (2)

Figure 2 represents the inventory for a system when the rates vary with
time.

Time

Inventory Level

0
0

Figure 2.  Inventory fluctuations as a function of time

The figure might represent a raw material inventory.  The flow out
of inventory is a relatively continuous activity where individual items are
placed into the production system for processing.  To replenish the
inventory, an order is placed to a supplier.  After some delay time, called
the lead time, the raw material is delivered in a lot of a specified amount.
At the moment of delivery, the rate of input is infinite and at other times it
is zero.  Whenever the instantaneous rates of input and output to a
component are not the same, the inventory level changes.  When the input
rate is higher, inventory grows; when output rate is higher, inventory
declines.

Usually the inventory level remains positive.  This corresponds to
the presence of on hand inventory.  In cases where the cumulative output
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3. Use a computerized information processing system to maintain a record of the 
current inventory levels. 

4. Using this record of current inventory levels, apply the optimal inventory policy to 
signal when and how much to replenish inventory. 

The most common inventory situation faced by manufacturers, retailers, and 

wholesalers is that stock levels are depleted over time and then are replenished by the 

arrival of a batch of new units. A simple model representing this situation is the 

following economic order quantity model or, for short, the EOQ model (Figure 4). 

Furthermore, ordering raw materials or supplies in lots based on the quantity that will 

be used over a given time period or series of periods is called periodic order review or, 

famous as the POQ model (Figure 5). The last model is applicable for the relief 

logistic and inventory since it requires less intensive communication between supply 

and demand. 

Figure 5. Economic order quantity [29] 

 

Figure 6. Periodic order quantity [29] 
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The enterprise inventory model has been developed and is widely used, while the 

disaster-relief inventory model is still under development. There are slight differences 

between the two models, such as the environment and characteristics of disaster-relief 

inventories in all areas from acquisition through to storage and distribution[30]. 

Nevertheless, the fundamental principle of the enterprise inventory model can be used 

to build an inventory model in disaster situations. 

2.3 Self-organization Network 

In the field of computer science, the self-repair network (SRN) consists of units 

capable of repairing other connected units in a synchronous fashion based on a 

probabilistic cellular automata model [16]. Each unit tries to repair its adjacent units 

and clean up contamination in the network with mutual copying. The SRN consists of 

three elements: a set of units, the topology of connections among units, and a set of 

rules. Development of the SRN model was inspired by the immunity-based system, 

which is self-maintaining and adaptive [18]. 

In self-recognition network, each unit tries to recognize the status of each other 

under certain credibility. Here, it assumes that there is some communication channel 

between each agent in the network.   

Figure 7. Repairing in Self-repair network [16] 

Self-repair and self-recognition network is a specific case of self-organization 

network. Self-organization is a process where some form of global order or 

coordination arises out of the local interactions between the components of an initially 

disordered system. This process is spontaneous: it is not directed or controlled by any 

agent or subsystem inside or outside of the system; however, the laws followed by the 

process and its initial conditions may have been chosen or caused by an agent. Self-

organization usually relies on three basic ingredients: (1) Strong dynamical non-

linearity, often though not necessarily involving positive and negative feedback, (2) 

Balance of exploitation and exploration, (3) Multiple interactions. 

 

 177

and with a rate Pra (the repair success rate by abnormal 
agents) when it is done by an abnormal agent.

2.2 Synchrony of the self-repairing network

Whether abnormal agents can be eradicated or not may 
depend on the synchrony of the model. We compare two 
models: synchronous and asynchronous (Fig. 3). The syn-
chronous model can be modeled with a probabilistic cellu-
lar automaton (pCA), while the asynchronous one can be 
modeled by a multi-agents system consisting of agents that 
determine the timing of their actions and the state is changed 
when the actions are made (not waiting for other agents). 

Thus, the order of repairing matters in the asynchronous 
model.

The repair will be successful when all the repairing from 
the neighbor agents is successful in the synchronous model, 
while the repair can be successful at each time done by an 
agent is successful in the asynchronous model (note that the 
repair is done by a single agent at one time in the asynchro-
nous model).

2.3 Comparison between the two models

Computer simulations are conducted in one-dimensional 
lattice with the size 500. Initially, half of agents are set to 
be abnormal.

Figure 4 shows the number of normal agents after 10 000 
steps. It can be observed that the number of normal agents 
increases drastically as Pra increases in the synchronous 
model. On the other hand, all the agents can be normal 
almost independently from Pra in the asynchronous 
model.

Figure 5 is a phase diagram with two parameters: Pr and 
Pra. Since the synchronous model is equivalent to a proba-
bilistic cellular automaton with directed percolation6, two 
phases are clearly separated. All the abnormal agents 
cannot be eradicated in the upper left region, while all the 
agents can be made normal in the rest region.

1 00 0 0 11 00 0 0 1

Fig. 1. Cellular automaton with one-dimensional lattice and two states:
normal (0) and abnormal (1)

(a) (b)

?0

0

Repair by Pr

Always success

Prn = 1

?0

0

?1

0

Repair by Pr

Success by Pra

1

1 - Pra

?1

0 1

Fig. 2. Repair (a) by normal agent and (b) by abnormal agent

The repaired agent changes 

its state asynchronously 

The repaired agent changes 

its state synchronously 

Time=t 

(a) Synchronous model 

(b) Asynchronous model 

Time=t 

Time=t 

Time=t+1 

10

0

Repair by Pr

10

0

10

0

Repair by Pr

10

0

Fig. 3. Two models: (a) Synchronous and (b) Asynchronous

Fig. 4. Number of the normal agents after 10 000 steps (10 times aver-
aged) plotted when the successful repair rate Pra varies

Fig. 5. The phase diagram. The synchronous model has two phases: a 
disease phase (upper left region) and an extinct phase (right region), 
while asynchronous one does not
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3 Relief Logistic and Inventory Based on Probabilistic   
Cellular Automata 

3.1 The Basic of Cellular Automata 

3.1.1 History and Definition 

Cellular automata (often termed CA) are discrete models in which the states of the 

variables are driven by simple rules dependent on the states of the neighbors of each 

variable[31]. Cellular automata are an idealization of a physical system in which space 

and time are discrete, and the physical quantities take only a finite set of values. Since 

it has been invented, cellular automata have been developed and used in many 

different fields.  

The definition of a cellular automaton includes[31]:  

1. A definition for a grid, which includes boundary conditions. Often, to avoid 

complications due to a boundary, periodic boundary conditions are used, so 

that a two-dimensional grid is the surface of a torus.  

2. A finite (usually small) set of states that grid cells can have.  

3. A neighborhood, which is a definition of which nearby cells may affect the 

state of a given grid cell  

4. A local rule, by which a grid cell’s state may change. This rule may be either 

deterministic, or in the case of a stochastic cellular automata, have a 

probabilistic element.  

A strategy for updating the grid must also be defined whether it should be updated 

synchronously or asynchronously. A synchronous update, where all updates to the grid 

are applied at the same time, is usually employed. Oppositely, in an asynchronous 

update, individual cells update individually thus the new state of a cell immediately 

affects the calculation of the state of a neighbor.  

Back to the 1940s, Von Neumann introduces cellular automata concept that 

constitutes the first applicable model of massively parallel computation at that time. 

He was thinking of imitating the behavior of a human brain in order to build a machine 

that is able to solve very complex problems. The machine with such a complexity as 

the brain should also contain self-control and self-repair mechanisms. The first 

replicating cellular automaton proposed by von Neumann was composed of a two 
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dimensional square lattice and the self-reproducing structure was made up of several 

thousand elementary cells. Each of these cells had up to 29 possible states. 

Ecological model has brought the concept of cellular automata to the attention of 

wide audience in 1970. A mathematician, John Conway, proposed famous example of 

cellular automata application known as Conway’s Game of Life, or simply the Game 

of Life[32]. His motivation was to find a simple rule leading to complex behaviors. 

The Game of Life may be defined on any grid, usually a large one. Each grid cell 

exists in one of two possible states, alive or dead. The neighborhood of a given grid 

cell is made up of the eight next-nearest neighbors which are orthogonally adjacent 

and diagonally adjacent to that cell (this is sometimes called a Moore neighborhood). 

Each grid cell will be updated synchronously every time step according to the 

following rules:  

1. If a living cell has less than 2 living neighbors it dies (as if by loneliness).  

2. If a living cell has more than 3 living neighbors it dies (as if by overcrowding).  

3. If a dead cell has exactly 3 living neighbors it becomes alive.  

The game of life has turned out into rich behavior unexpectedly. As for the von 

Neumann rule, the game of life is a cellular automata capable of computational 

universality. The application of cellular automata in discrete dynamical system, such 

as traffic flow, disease epidemic, stochastic growth, predator-prey dynamic, invasion 

of population, earthquake, dynamic of stock market etc., has increased. 

3.1.2 Deterministic Cellular Automata 

In deterministic cellular automata (known as DCA) the update rules have no 

probabilistic component: for a given configuration of cell states the updated cell state 

is always the same[31]. The simplest deterministic cellular automaton is a line of cells, 

each of which is in one of two states: colored or uncolored. The cells are updated 

simultaneously; the updated state of a cell depends on its state and the states of its 

nearest neighbors. There are eight possible configurations for the states of a cell and 

its nearest neighbors; this gives eight different update rules. 

3.1.3 Probabilistic Cellular Automata 

In probabilistic cellular automata (known as PCA), the cells are updated 

synchronously and independently, according to a distribution depending on a finite 

neighborhood[33]. Probabilistic cellular automata can be viewed as cellular automata 
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whose updating rule is a stochastic one, which means the new entities' states are 

chosen according to some probability distributions. It is a discrete-time random 

dynamical system. From the spatial interaction between the entities, despite the 

simplicity of the updating rules, complex behavior may emerge like self-organization. 

As mathematical object, it may be considered in the framework of stochastic processes 

as an interacting particle system in discrete-time. 

3.2 Transition Probabilities and Rules in Relief Logistic and Inventory 

The model consists of a set of cells C in two-dimensional space, time step t as 

discretization in time space, and a set of interaction rules R between cells. In a 

humanitarian relief situation, cells represent inventory locations for relief activities, 

which are usually located at nearby relief shelters. We assume that each cell has four 

neighbors, as shown in Figure 7. The state of cell (i,j) at time t, , can be either 1 or 

0 representing a normal or abnormal condition of inventory. In this case, the value of 

state, 1 or 0, is not essential. We can assign -1 and 1 to the states like the Ising model, 

or black (1) and white (0)[33]. The cell state represents the inventory level of shelters. 

In our model, the cell state of 0 (abnormal) represents an inventory location having a 

low inventory level and vice versa. Generally, in enterprise inventory theory, 

inventory level less than multiplication of average usage rate and average lead-time 

can be considered as low. 

There are three types of activities that affect inventory level: consumption of items, 

delivery of new items from the central warehouse, and lateral transshipment. Every 

time, disaster victims consume items that delivered regularly from central warehouse. 

At some periods of time, the shelter having enough inventory level, send some of their 

items to the other shelters (lateral transshipment). Consumption of items and delivery 

of new items from central warehouse are not affected by the inventory level. We 

assume that disaster victims consume items with the same rate, and delivery of new 

items is placed on the same time period. On the other hand, lateral transshipment is 

directly affected by inventory level. The shelter, which has low inventory level, will 

share small amount of items with the others and vice versa.  

Regarding consumption, we define two parameters (p1, p2) representing the 

probability of cell (i, j) at time t maintaining or increasing the cell state to 1 (normal) 

  
Si, j

t
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at time t+1 from state 1 and 0, respectively. These two parameters can be expressed 

mathematically as: 

 𝑝! = 𝑝𝑟𝑜𝑏(𝑆!,!!!! = 1|𝑆!,!! = 1) (3.1) 

 𝑝! = 𝑝𝑟𝑜𝑏(𝑆!,!!!! = 1|𝑆!,!! = 0) (3.2) 

New items can be delivered from the central warehouse regularly at predetermined 

times or reactively in order to meet the demand. The latter requires a smooth flow of 

information between shelters, but this is impossible in a disaster situation, so our 

model assumes the periodic delivery of new items. As new items are received from 

periodic delivery, we define two parameters (p3, p4) representing the additional 

probability of cell (i, j) at time t becoming state 1 at time t+n from state 1 and 0, 

respectively. Variable n represents time periods when new items are delivered to 

shelters. For example, if n=2 then this probability occurs at time period of 2, 4, 6, and 

so forth, as shown in Equations 3.3 and 3.4. The probability calculated by these 

equations could actually be larger than 1 for the parameter set of (p1, p2, p3, p4), in 

which case the probability is set to 1.  

 𝑝! + 𝑝! = 𝑝𝑟𝑜𝑏(𝑆!,!!!! = 1|𝑆!,!!!! = 1) (3.3) 

 𝑝! + 𝑝! = 𝑝𝑟𝑜𝑏(𝑆!,!!!! = 1|𝑆!,!!!! = 0) (3.4) 

Lateral transshipment is the most complex activity in the model. We introduce five 

parameters (ph, p5, p6, p7, p8) representing the detailed activities. Each cell wants to 

help its neighboring cells with probability ph. At time t, some cells (helper cells) will 

help other cells by sending some of their resources, though this might harm their own 

state (decrease to abnormal). P5 represents the probability of a cell’s state reducing to 

0 at time t+1 due to helping other cells when its previous state is 1. On the other hand, 

p6 is used when the cell state at t is 0. Because of helping activity, neighboring cells 

get a chance to increase their states. At time t, the probability of a cell’s state 

increasing to 1 at time t+1 due to receiving help is represented by p7 if its previous 

state is 1, otherwise the probability is p8. Figure 8 illustrates the helping process and 

its related probabilities without periodic delivery from the central warehouse. In the 

figure, each cell has four neighbors with different states, for example: 0 normal and 4 

abnormal neighboring cells, 1 normal and 3 abnormal neighboring cells, etc. Each 

combination is associated with different transition probabilities; corresponding 

equations are shown below each of the figures that follow. For example, consider the 

configuration of cells where 1 normal cell has 1 normal neighboring cell and 3 

abnormal neighboring cells. We assume that at that particular time the central 
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warehouse does not send new items to any shelter, so the transition probability 

consists of the following components: 

• Consumption probability (p1) 

• Additional probability of receiving help from neighboring cells (php7+3php8) 

• Reduction in probability of sending help to neighboring cells (php5) 

If at that time the central warehouse sends new items, then the transition probability 

will be increased by adding the probability of receiving new items from the central 

warehouse (p3). 

In our model we introduce four more variables, x, y, z1, and z2. x is a binary variable 

having a value of 0 or 1 depending on the state of cells, as shown in Equation 3.5. y is 

also a binary variable having a value of 0 if period t equal with multiple value of n and 

vice versa, as shown in Equation 3.6. Lastly, variables z1 and z2 represent the number 

of normal and abnormal neighboring cells, respectively. The formal definition of our 

humanitarian logistics and inventory model is given by the transition probabilities 

resulting from the interaction of all variables mentioned previously, as shown in 

Equation 3.7. Meanwhile, Equation 8 shows the relationship between variables. An 

analysis of the relief situation based on inventory and logistics revealed the following: 

 
Figure 8. A cell and its neighbors  
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Figure 9. The transition probability of a center cell with different neighbor’s 

states  

1. The probability of a cell becoming state 1 at time t+1 from state 0 at time t (p2) 

due to consumption is impossible without any help from outside parties. We 

set this probability to 0. 

2. The additional probability for cell (i, j) at time t becoming state 1 at time t+n 

from state 1 (p3) due to receiving items from the central warehouse is a 

certainty. We set this probability to 1. 

3. It is certain that the probability of a cell state decreasing to 0 at time t+1 due to 

helping activity if the cell state at t is 0 (p6). We set this probability to 1. 

Based on these findings, we simplify Equation 7 into Equation 9. 

 𝑥 =
1, 𝑆!,!! = 1
0, 𝑆!,!! = 0

 (3.5) 

 𝑦 = 1, 𝑡  𝑚𝑜𝑑  𝑛 = 0
0, 𝑡  𝑚𝑜𝑑  𝑛 ≠ 0 (3.6) 

 
𝑃! = 𝑥 𝑝! + 𝑦𝑝! − 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝! + (1 − 𝑥)(𝑝! + 𝑦𝑝!

− 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝! ) 
(3.7) 

  (3.8) 

 𝑃! = 𝑥 𝑝! + 𝑦 − 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝! + (1 − 𝑥)(𝑦𝑝! − 𝑝! 1 − 𝑧!𝑝! − 𝑧!𝑝! ) (3.9) 
We will validate the fitness of our model by comparing it with the enterprise 

inventory model especially for the fixed order review period model. We use the 

enterprise inventory model as a reference model for validation, since this model 

0"normal"neighbor" 1"normal"neighbor" 2"normal"neighbors" 3"normal"neighbors" 4"normal"neighbors"

p14ph(p544p7)" p14ph(p54p743p8)" p14ph(p542p742p8)" p14ph(p543p74p8)" p14ph(p544p7)"

p14ph(p644p7)" p14ph(p64p743p8)" p14ph(p642p742p8)" p14ph(p643p74p8)" p14ph(p644p7)"

  

p2 ≤ p1

p4 ≤ p3

p5 ≤ p6

p8 ≤ p7
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provides a basic and valid building block of how the inventory system works. Our 

model is able to represent the basic characteristics of the inventory system, which has 

several characteristics according to the enterprise inventory model such as [29]: 

1. Inventory has a predefined optimum level and demand rate. Over time, the 

inventory level will be reduced by the demand rate. The optimum combination of 

inventory level and demand rate determines the probability of the inventory system 

meeting the demand. Variables p1 and p2 in our model represent this situation. 

2. There is a regular delivery of new items at predetermined times. This operation 

enables the inventory system to restore its inventory level to the original level, as 

illustrated in Figure 4. Without this operation, the inventory system will lose its ability 

to meet the demand. In our model, this characteristic is represented by variables p3 and 

p4. 

 
Figure 10. Basic inventory characteristic [29]  

Lateral transshipment might increase the capability of the inventory system to meet 

the demand if there are enough vehicles to transport goods[14]. In our model, this 

situation is represented by interaction of variables ph, p5, p6, p7, and p8. 

We construct a Monte Carlo simulation on a square lattice, with predetermined 

parameters for further validation. This simulation uses Equations 3.7 and 3.8 to 

determine cell states. The result is visually presented as black and white patterns on a 

square lattice. In this simulation, black represents a normal cell and white represents 

an abnormal cell. We determine that about 100 cells interact with each other in the 

square lattice. We propose four scenarios in this simulation illustrating the inventory 

characteristics as follows: 

1. Simulating inventory without periodic delivery or lateral transshipment. 

Time�
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2. Simulating inventory with periodic delivery but without lateral transshipment. 

3. Simulating inventory without periodic delivery but with lateral transshipment. 

4. Simulating inventory with both periodic delivery and lateral transshipment. 

Table 1 shows the simulation parameters used in each scenario. Each scenario has 

similar parameters; except for p3, p4, and ph. Parameters p3 and p4 show the existence 

of regular delivery while ph shows the existence of lateral transshipment. The result of 

each scenario is displayed in Figures 10-13. 

If we take a look at each scenario, we can see that in the scenario without regular 

delivery or lateral transshipment, the number of normal cells decreases rapidly with 

time. In this case, black represents a normal cell and white represents an abnormal cell. 

In the scenario without lateral transshipment but with periodic delivery, the number of 

normal cells decreases between the period of delivery and increases during the period 

of delivery. In this case, the delivery of new items stabilizes the inventory level. In the 

scenario with lateral transshipment but without periodic delivery, normal cells are able 

to survive for longer than the usual scenario (without both lateral transshipment or 

periodic delivery). Lastly, the number of normal cells increases when lateral 

transshipment and periodic delivery are activated. 

3.3 Performance Analysis  

Based on the transition probability equation mentioned previously, we further 

analyze the model to understand the effects of important variables on the performance 

measured by fraction of normal nodes (cells). Similar to the SRN model [16], we are 

interested in finding ways to improve inventory performance: we want to maximize 

the number of normal cells without sacrificing cells that share their resources. One 

important variable in this situation is p5, which represents the ability of normal cells to 

remain normal after helping. 

Another simulation is conducted using the simulation parameters of scenario 4 and 

the initial condition that 100 percent of cells are normal. The number of cells is 100 

and each run stops at 100 steps. Figure 14 illustrates inventory performance toward p5 

and ph (probability of helping). As shown, the greater the ability of a cell to remain 

normal after helping coupled with a high probability of helping will increase the 

number of normal cells. In addition, Figure 15 illustrates the parameter boundary 

region. The upper left region represents parameters that make the state of all cells 

normal (frozen region) while the lower right region represents parameters that make 
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the state of some cells abnormal (active region). In this phase diagram, the frozen 

region is a narrow region compared with the active region. This means that lateral 

transshipment will be successful if willingness to help between cells is high (ph) and 

after helping, a cell which shares its resources does not fall into trouble (p5). 

Even though the cost is less important than saving human life in a disaster situation, 

clearly it is important to plan the cost of disaster operations to avoid excessive budget 

spending. Similar to inventory and logistics for enterprises, humanitarian inventory 

and logistics involve several costs such as the stock-out cost, procurement cost, and 

delivery cost. The stock-out cost occurs when shelters do not have any items in stock 

to meet the demand. For an enterprise this situation means losing customers, but for 

disaster relief operations it could mean loss of life or increased suffering of victims. 

Procurement and transportation costs are related to the activities of procuring and 

delivering items to disaster victims either by periodic delivery or lateral transshipment. 

Increasing the number of deliveries might reduce the suffering of victims, but will 

certainly increase the procurement and transportation costs. 

Table 1. Simulation parameters 

 

 

 

 
 

 

Parameter Scenario 1 Scenario 2 Scenario 3 Scenario 4 
p1 0.5 0.5 0.5 0.5 
p2 0 0 0 0 
p3 0 1 0 1 
p4 0 0.5 0 0.5 
p5 0.5 0.5 0.5 0.5 
p6 1 1 1 1 
p7 0.3 0.3 0.3 0.3 
p8 0.2 0.2 0.2 0.2 
ph 0 0 0.5 0.5 
n 3 3 3 3 
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Figure 11. Scenario 1 (Simulating inventory without periodic delivery or lateral 

transshipment) 

 

Figure 12. Scenario 2 (Simulating inventory with periodic delivery but without 

lateral transshipment) 
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Figure 13. Scenario 3 (Simulating inventory without periodic delivery but with lateral 

transshipment) 

 
Figure 14. Scenario 4 (Simulating inventory with both periodic delivery and 

lateral transshipment) 
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Consider Cs, Cp, Ct as the unit cost of stock-out, procurement, and transportation 

activities, respectively. All of these costs contribute to the total cost of disaster 

recovery operation. Equations 3.10, 3.11, and 3.12 show the stock-out, procurement 

and transportation cost. Furthermore, Equation 3.13 shows the total cost representing 

the cost function of our model. By substituting the total transition probability of 

Equation 3.9 into Equation 3.13, we obtain a simplified form of the cost function as 

shown in Equation 3.14. 

Lateral transshipment demonstrates a positive impact on the performance of the 

inventory system during a disaster, where demand and lead-time information are 

greatly biased [13]. Based on Equation 3.14, the cost function of the inventory and 

logistics model is a linear function, in which there is a trade-off between the stock-out 

cost and the transportation cost. 

 
Figure 15. The Effect of helping on system performance 
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Figure 16. Frozen (upper left) and active (lower right) regions 

 
𝑇𝐶! = (1 − 𝑃!)𝐶! (3.10) 

𝑇𝐶! = (𝑥𝑦 + 1 − 𝑥 𝑦𝑝!)𝐶! (3.11) 

𝑇𝐶! = 𝑥 𝑦 − 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝! + 1 − 𝑥 𝑦𝑝! − 𝑝! 1 − 𝑧!𝑝! − 𝑧!𝑝! 𝐶! + (𝑥𝑦

+ 1 − 𝑥 𝑦𝑝!)𝐶! 

(3.12) 

𝑇𝐶 = 1 − 𝑃! 𝐶! + 𝑥 𝑦 − 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝!
+ 1 − 𝑥 𝑦𝑝! − 𝑝! 1 − 𝑧!𝑝! − 𝑧!𝑝! 𝐶! + 𝑥𝑦 + 1 − 𝑥 𝑦𝑝! (𝐶!
+ 𝐶!) 

(3.13) 

𝑇𝐶 = 1 − 𝑃! 𝐶! + 𝑃! − 𝑥𝑝! 𝐶! + 𝑥𝑦 + 1 − 𝑥 𝑦𝑝! (𝐶! + 𝐶!) (3.14) 

 

3.4 Model Implementation in Real Disaster Case (Merapi, Indonesia) 

In order to assess the applicability of the model, we implemented our model for the 

real case of humanitarian logistics and inventory operations of a volcanic eruption in 

Indonesia. Merapi Mountain, which is located on the border of the two provinces of 

Yogyakarta and Central Java, is the most active volcano in Indonesia. During the 

eruption in November 2010, most of the people living near the mountain lost their 

houses and belongings. For a one-month period, the government and NGOs tried to 

support their lives at shelters located all over the city. 
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Data on evacuees gathered by the Indonesia National Disaster Management Agency 

for the two provinces during the one-month evacuation period is shown in Figure 16 

[21]. The Agency announced two increases in the eruption safety zone, from a radius 

of 10 km to 15 km, and from a radius of 15 km to 20 km. These announcements 

caused the number of shelters to change dynamically. In this paper, we select the 

largest number of shelters and evacuees that occurred on 14 November 2010 as a basis 

for calculating the inventory parameters. Table 2 shows the number of evacuees and 

shelters for each sub-area of Yogyakarta province. 

For validation purposes, we use inventory settings similar to those numerically 

simulated by Mulyono, 2011 [14]: 

1. Total period = 720 hours 

2. Demand rate/hour = 535 units 

3. Delivery period = 12 hours 

4. Target inventory = 7114 units 

5. Quantity delivered = Target Inventory – Current Inventory Level 

6. Probability of helping = 0.9 

7. Proportion of normal cells (pn) = 0.2 

8. Proportion of abnormal cells (pa) = 0.1 

9. Abnormal threshold = 30% 

Table 2. Number of evacuees on 14 November 2010 [21] 

Sub area 
Area 

(km2) 
Evacuees 

Shelter 

points 

Evacuees/

shelter 

Shelter 

density 

Sleman 574.82 109193 74 1476 7.77 

Kulon Progo 586.28 4753 16 297 36.64 

Yogyakarta city 32.5 5118 14 366 2.32 

Bantul 506.85 20516 17 1207 29.81 

Gunung Kidul 
1485.3

5 
12162 13 936 114.26 

Total 3185.8 151742 134 4282 190.8 
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Figure 17. Number of evacuees during the eruption [21] 

 

Furthermore, we convert those parameters into probability parameters as follows: 

1.  

2.  

3.  

4.  

5.  

6.  

7.  

8.  

9.  

Figure 17 shows the trend of the fraction of normal nodes (cells) over time. As 

shown, at p5=0.2 about 23% of cells are in the normal state. In order to know which p5 

value maximizes the fraction of normal cells, we further simulate the inventory system 

for various values of p5 as seen in Figure 3.13. This figure clearly illustrates the effect 

of variable p5 on the fraction of normal cells. If p5 has a higher value (above 0.15), 

then the fraction of normal cells will sharply decrease to 0.2 and stay at that value. 

Furthermore, when the value of p5 is below 0.15, then the fraction of normal cells will 

be steady at 0.2. 
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Figure 18. Fraction of normal nodes over time 

Figure 19. Fraction of normal nodes with varying p5 
 

This simulation result implies that lateral transshipment between shelters should be 

conducted when each shelter has a high stock level. The purpose of this condition is to 

prevent shelters from falling into an abnormal state after helping other shelters. This 

result complements the work of Mulyono, 2011 [14] that mentioned the minimum 

number of resources necessary for successful lateral transshipment operations. 
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3.5 Concluding Remarks 

We successfully built a logistics and inventory model based on probabilistic 

cellular automata with reference to the enterprise inventory model and self-repair 

network model, which is applicable to humanitarian relief situations. Even though the 

interaction of cells in our model is limited to their closest neighbors, the model 

illustrates various important characteristics of humanitarian logistics and inventory 

operations: the positive impact of lateral transshipment, factors affecting the overall 

transition probabilities, and the threshold of helping probability parameters in order to 

maximize the fraction of normal cells. 

This model is suitable for disaster situations since information on the inventory 

level and other logistics information is usually unknown. Further research is required 

on the dynamic number of cells, delivery lead-time, and vehicle capacity constraints. 

 
 

 

 



- 31 - 

4 Strategy Selection of Relief Logistic and Inventory using 
Spatial Game Theory 

4.1 The Basic of Game Theory 

Game theory (known as GT) is a study with the main purpose of finding an answer 

to the question: how to react in both conflict and cooperation situations, as well as 

combined ones[34]. This idea pre-defines a condition that there must me at least two 

sides in a relation towards each other to talk about conflict/cooperation. In the game 

theory nomenclature, these are players; in reality these can vary depending on the 

situation. Starting with the basic association of two players leaning over a board or 

holding a deck of cards, through people going about their daily activities (regardless of 

how common/uncommon these are), until entire nature’s living, selfish organisms and 

social groups that, nonetheless, influence other ”players”. Selfish is the keyword here 

– player’s priority is his or her own interest.  

The game theory assumes a rational behavior, i.e. one that will make the players 

situation better. They will design their tactics to earn as much as possible, therefore 

their motivation will be purely egotistical. The paradox is that even the altruistic 

players fit a certain model and can be classified as getting satisfaction from their own 

activities [35]. Two terms that will need further explanation are: modeling and 

winning.  

A game, by definition, should guarantee a result (a payoff). The result is strictly 

connected with the level of player’s satisfaction from participating in a game. The 

payoffs have a numerical value and are an example of reality modeling. Unfortunately, 

the complexity of payoff theory does not allow an in-depth analysis of all its aspects. 

If, for example, we were to portray a conflict situation between two entities, the 

number of variables (non-linear, in most cases), would obstruct the legibility of the 

model [36].  

This introduces a new, highly important for the game theory term that needs 

defining – a strategy. A strategy is a set of rules, that if the point of reference for every 

possible situation during a game. In theory, each player’s strategy is known prior to 

the game and the crossing of these yields a pre-defined result. In reality, the number of 

possible strategies, even for a simple game of chess, can be so big that finding 

the ”optimal” one will not be possible anytime soon (even taking into consideration 
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the advanced mathematical calculations and today’s technology). We can risk a 

statement that even if we were presented with such a strategy (for example, by some 

intelligent life force not know to us), our memory capacity would make it impossible 

to store is, let alone use it without any aids. The example is to point out to the weight 

of the problem a gamer has to deal with.  

The volume of literature on GT is overwhelming and presenting all the aspects of it 

will not be possible due to space limitations of this thesis. For that reason this chapter 

will focus on the basic aspects of GT and subjects, the knowledge of which will be 

required in the following chapters. The purpose of this chapter is also the 

systemization and detailing of GT formalism, which will be used in the chapters to 

come. One needs to start with some assumptions on GT[34]:  

1. The rules of the game are precise, comprehensible and known to all players.  

2. The players adhere to these rules.  

3. There are between two and an infinite number of players.  

4. The game consists of moves performed at the same time (simultaneous game), or 

one at a time (sequential game); the number of moves is finite.  

5. Each player has a set of strategies (finite or infinite). In theory, a game is 

restricted to choosing between strategies by each player. A choice of strategy 

can be a probability of selection among the subsets of strategies. What is means 

is that the player and their opponents do not know which strategy they will 

choose – this will be dictated by the chance.  

6. After the game ends, each of the players gets s certain result, its value being 

numerical and described by means of payoff functions.  

Games can be differentiated depending on[34]:  

1. Random situations – if there’s at least one random situation that influences the 

outcome, we can talk of nondeterministic games, as opposed to deterministic 

games; deterministic games are the only ones that it is possible to foresee the 

outcome of, provided that we know the strategies of all players.  

2. Number of moves – in one-step (simultaneous) games, but also in multi-step (a 

collection of sequential and simultaneous.  

3. Completeness of information – the minimal information a player should have 

is the knowledge of his or her own payoff function. This is called playing a 

game with hidden information. When a player knows the entire set of 

strategies (their own and other players’), as well as the position they occupy in 
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a game, one can talk of a game with complete information. If the players 

additionally know the payoff functions of other players, the history of random 

moves and their outcome (both their ant the other players’), one can talk of 

having complete information.  

4. Cooperation elements – competition games are those where the win of one 

player has to be proportional to the loss of the other player(s). These games are 

zero-sum or constant-sum games. Cooperation games are those, in which 

players use their strategies to gain as much as possible, without worsening the 

condition of other players.  

4.1.1 Iterated Game Theory 

An iterated game is an extensive form game that consists in some number of 

repetitions of some base game[37]. The stage game is usually one of the well-studied 

2-person games. It captures the idea that a player will have to take into account the 

impact of his current action on the future actions of other players. Unlike a game 

played once, a repeated game allows for a strategy to be contingent on past moves, 

thus allowing for reputation effects and retribution. In infinitely repeated games, 

trigger strategies such as tit for tat can encourage cooperation. 

4.1.2 Spatial Game Theory 

Spatial game theory is an extension model of evolutionary games that is the 

application of game theory to evolving populations of life forms in biology. Prisoner’s 

Dilemma is widely employed metaphor for problems associated with the evolution of 

cooperative and defective behavior. In spatial game, players are classified into pure 

cooperators or pure defectors that interact with neighbors in some spatial array. In 

each generation, players add up the scores from all encounters and in the next 

generation a given cell is retained by its previous owner or taken over by a neighbor, 

depending on the rule. The spatial game can generate self-organized spatial patterns 

(static or dynamic) in which cooperator and defector both persist indefinitely. 

4.2 Strategy Generation and Development 

This research aimed to find the best strategy in delivering necessity items to the 

disaster victims through lateral transshipment of relief inventory. We use an approach 

of a spatial version of Prisoner’s Dilemma in game theory. A dilemma occurs when an 
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inventory location (shelter) want to help their neighbors. If they share their stock, they 

sacrifice their own stock. On the other hand, if they don't share their stock, they lost a 

chance to receive help in the future.  

Inventory at each shelter is a player in spatial game theory. Each player tries to 

maximize gain or minimize loss by changing strategy dynamically. Central warehouse 

play important role as a main supplies of all necessity items delivered to each shelter, 

but not behave as player. Central warehouse does not try to increase its gain or 

decrease loss during the relief operation. It receives all necessity items from donor and 

distribute to each shelter periodically. Periodic delivery is the best option for relief 

inventory since information about inventory level of each shelter is unreliable. The 

amount to be delivered (see equation 4.1) for each shelter depends on its demand rate 

(d), delivery period (RP), delivery lead-time (LT), and safety stock (SS). That equation 

is derived from basic theory of inventory especially periodic order review inventory 

system [29]. At the beginning of the disaster response period, central warehouse 

sourcing capacity does not match with the overall demand. Demand of the necessity 

items come sharply at the few hours after disaster. Some of the demand can be 

satisfied with pre-positioning inventory. Since the number of donors increase after 

disaster, the sourcing capacity (SC) of the central warehouse increase exponentially 

following a logistic growth function [38] Equation 4.2 shows the implementation of 

logistic growth function into sourcing capacity formulation.   

We propose inventory related cost [29] as a the performance measure such as 

procurement cost, transportation cost, holding cost, and “stock out” cost. Procurement 

cost or buying cost is a cost to buy the necessity items for disaster victims (See 

Equation 4.3). Furthermore, transportation and holding cost is a cost to deliver the 

necessity items to each shelter and a cost to keep those items for later consumptions 

(See Equation 4.4 and 4.5). Lastly, “stock out” cost is occurred when the shelter don’t 

have any items left in stock (See Equation 4.6). In enterprise, this cost is frequently 

called opportunity cost. In disaster situation, “stock out” related with the amount of 

suffered that the disaster victim have to accept due to inexistence of the necessity 

items. This cost is positioned as the highest priority in disaster case and we would like 

to minimize it as much as possible. Unbalance level of inventory between shelter leads 

to high “stock out” cost. We assume that there is free cost for acquiring and 

transporting the information from each shelter to the central warehouse. 
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 𝑇𝑎𝑟𝑔𝑒𝑡𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑦 = 𝑑! 𝑅𝑃 + 𝐿 + 𝑆𝑆 (4.1) 
 𝑆𝐶! = 𝑆𝐶!!! + 𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒𝑅𝑎𝑡𝑒 ∗ 𝑆𝐶!!! 1 −

𝑆𝐶!!!
𝑀𝑎𝑥.𝐶𝑎𝑝

 (4.2) 

 𝑃𝑟𝑜𝑐𝑢𝑟𝑒𝑚𝑒𝑛𝑡𝐶𝑜𝑠𝑡
= 𝑆𝑒𝑡𝑢𝑝𝐶𝑜𝑠𝑡 + 𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝐵𝑜𝑢𝑔ℎ𝑡𝐼𝑡𝑒𝑚𝑠 ∗ 𝑃𝑟𝑖𝑐𝑒𝐸𝑎𝑐ℎ𝐼𝑡𝑒𝑚 

(4.3) 

 𝑇𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛𝐶𝑜𝑠𝑡 = 𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑇𝑟𝑖𝑝 ∗ 𝐶𝑜𝑠𝑡𝐸𝑎𝑐ℎ𝑇𝑟𝑖𝑝 (4.4) 
 𝐻𝑜𝑙𝑑𝑖𝑛𝑔𝐶𝑜𝑠𝑡 = 𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑆𝑡𝑜𝑟𝑒𝑑𝐼𝑡𝑒𝑚𝑠 ∗ 𝐻𝑜𝑙𝑑𝑖𝑛𝑔𝑅𝑎𝑡𝑒 (4.5) 
 𝑆𝑡𝑜𝑐𝑘𝑂𝑢𝑡𝐶𝑜𝑠𝑡 = 𝑁𝑢𝑚𝑏𝑒𝑟𝑂𝑓𝑆𝑡𝑜𝑐𝑘𝑂𝑢𝑡𝑂𝑐𝑐𝑢𝑟𝑒𝑛𝑐𝑒

∗ 𝑆𝑡𝑜𝑐𝑘𝑂𝑢𝑡𝐶𝑜𝑠𝑡𝐸𝑎𝑐ℎ𝑂𝑐𝑐𝑢𝑟𝑒𝑛𝑐𝑒 
(4.6) 

 

 
Figure 20. Relief inventory chain 

Our proposed model of relief inventory with lateral transshipment works as follow 

1. Every delivery period (RP), central warehouse calculate their sourcing capacity 

and decide the amount of inventory (TI) that should be delivered to each shelter. If 

the amount of inventory exceeds sourcing capacity of the central warehouse, the 

amount of inventory is adjusted to the sourcing capacity. At this step we calculate 

procurement cost and transportation cost. 

2. On each delivery period, each shelter distributes their stocks to disaster victims. At 

this step we calculate “stock out” cost. 

3. After receiving items from central warehouse, each shelter decides to help the 

other shelter or not help depending on their strategy scheme. This is the lateral 

transshipment operation of relief inventory. We calculate the effectiveness of each 

strategy scheme (without, with, and partial lateral transshipment) with some 

performance measures such as number of shelter having enough amount of 

inventory, total cost of inventory (procurement, transportation, holding, and stock 

out cost), and number of trip. 

4. The central warehouse revised the amount of delivery for next period based on 

transporter information.   

Since the information about inventory level of each shelter and its action in disaster 

response period is difficult to acquire, we assume the information flows trough the 

transporter (trucks and volunteers). The problem in this situation is credibility of that 

source of information. In other word, we need to evaluate whether the transporter is 

trusted (value=1) or not (value=-1). We assign random credibility (0≤R≤1) for each 

transportation vehicle and calculate its trust (Tr) as shown at Equation 7. The 

information is received from the transporter such as trend of demand (increase, 

Donors� Sourcing� Distribu-ng� Recipients�
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decrease, same) and the shelter choice of action (help or not help). We make about 

10% adjustment to the periodic amount of delivery based on that trust value (See 

Equation 4.8). This amount of adjustment comes from the maximum variability of the 

demand of volcanic eruption disaster in Indonesia[22]. If the transporter is trusted, the 

information is taken without modification. Oppositely, if the transporter is untrusted, 

the information is taken with modification. We took the opposite decision if the 

transporter is untrusted and took the same decision is the transporter is trusted for 

example the untrusted transporter informs that the demand is increase for the next 

period, then we decrease the demand. We assume that the information itself is reliable.  

 𝑇𝑟 = −1,𝑅 < 0.5
1,𝑅 ≥ 0.5  (4.7) 

 
𝑇𝑎𝑟𝑔𝑒𝑡𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑦 =

𝑑𝑡 𝑅𝑃 + 𝐿 + 𝑆𝑆 ∗ 1 − 0.1 ∗ 𝑇𝑟 , 𝑑𝑡 < 𝑑𝑡−1
𝑑𝑡 𝑅𝑃 + 𝐿 + 𝑆𝑆 ∗ 1 + 0.1 ∗ 𝑇𝑟 , 𝑑𝑡 > 𝑑𝑡−1

𝑑𝑡 𝑅𝑃 + 𝐿 + 𝑆𝑆 , 𝑑𝑡 = 𝑑𝑡−1
 

(4.8) 

In general, each shelter chooses between help (C) and not help (D) based on their 

neighbor condition. In game theory, this is commonly called totalistic spatial 

strategy[39]. Each shelter knows the selected action of their neighbor based on their 

past action. We limit number of neighbors into four (Von Neumann neighborhood) as 

shown at Figure 4.3. To represent a strategy, a bit sequence of 5 elements is used 

whose n represents number of D and (5-n) represents number of C. This strategy 

focuses on generosity of the system or how many D actions in the neighbor are 

tolerated[39]. The nD strategy means the shelter should take C if the number of D in 

the neighbors is more than n and vice versa. For example strategy 3D means 

maximum number of D in the neighbors is 2. If we apply this strategy to the 

neighbor’s condition shown in Figure 3, the center shelter should take C to prevent 

number of D is exceeding 3. 

 
4.2.1 Without Lateral Transshipment Scheme. The performance of this scheme 

becomes reference for the other scheme. In this scheme, lateral transshipment option 

will be eliminated so each shelter does not have any interaction with the other shelters. 

Each shelter receives necessity items from central warehouse for their own usage. This 

scheme represents selfish behavior of the shelters. The relief inventory model based on 

this scheme is similar with the enterprise inventory model especially the periodic 

order review model.  
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4.2.2 With Fully Lateral Transshipment Scheme. This scheme works oppositely 

with the previous scheme (without mutual support scheme). In here, lateral 

transshipment is fully utilized. Each shelter tries to help the other shelter with its 

maximum abilities. This means every times the shelters receive necessity items from 

central warehouse, they directly send some of the stock to help the other shelter. We 

set the probability of help is equal to one in this scheme. Even lateral transshipment is 

used in this scheme; information about condition and status of the other shelter is not 

necessary since the helping process is conducted without knowing other’s information. 

This scheme may reveal the negative effect of the lateral transshipment in relief 

inventory operation.  

 

4.2.3 Partial Lateral Transshipment Scheme 

4.2.3.1 Maximum Payoff Strategy. In this scheme, each shelter calculates its 

payoff after deciding action to help (C) or not help (D). We choose inventory level as 

the shelter’s payoff because the main goal of relief inventory located at each shelter is 

providing necessity items to disaster victims whenever they need. High inventory level 

implies high ability of providing such items when needed. Every r-th time, each 

shelter is allowed to change the strategy similar with the highest payoff neighbor’s 

strategy. For example, if the highest payoff between four shelter neighbors is the 

neighbor positioned at right side with strategy 2D, then the center shelter will change 

strategy into 2D.  

4.2.3.2 Static Support Strategy. In this scheme, we assume each shelter has a 

constant tendency of helping (Pr). If the tendency of helping is low, the strategy of 

each shelter will shift to more generous or allow more D in the neighborhood. For 

example if shelter strategy is 2D and Pr=0, in the next delivery period that shelter will 

change strategy into 3D. This mean number of D in the neighborhood increases by 1. 

In extreme setting, if Pr=0 then at the end of disaster response period, all shelter’s 

strategy will become 5D and all shelter will choose not help (selfish). On the other 

hand, if Pr=1 then at the end of disaster response period, all shelter’s strategy will 

become 0D and all shelter will choose help (altruism). Different with maximum payoff 

scheme, this scheme does not utilize information of other shelter’ action in order one 

shelter change its strategy. Opposite with the without lateral transshipment scheme, 

this scheme represents some of the altruism behavior. Each shelter tries to help the 

other neglecting its own condition.  
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4.2.3.3 Dynamic Support Strategy. This scheme is similar with static support 

scheme in term of tendency of helping (Pr) usability. The difference is Pr in this 

scheme is not static trough the time. The value of Pr is changing when the level of 

inventory in each shelter change. We propose the basic rule that if the level of 

inventory increase, the value of Pr increases linearly and vice versa. This proposal 

based on the philosophy that the rich person should help more then the poor ones. This 

scheme also focuses on the self-information and do not utilize information of the other 

shelter’s action.  

Figure 21. Shelter’s action 
 

 
Figure 22. Partial lateral transshipment strategy  
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In order to change strategy, the last two strategy focuses on the self-information 

while the maximum payoff scheme focuses on the neighbor’s information. From 

practical point of view, the last two schemes are more applicable in disaster situation 

since they do not require a lot of neighbor’s information that might be difficult to 

acquired. But the maximum payoff scheme still practical under an assumption that the 

past action of each shelter is informs by the transporter or other media. The possible 

media in disaster response is trough items transporters, government officers, 

volunteers, firefighters, ambulances, police, eyewitnesses, etc. The main difference 

between the last three strategies is shown at Figure 21. 
 

4.3 Performance Review and Evaluation 

In this section, we will implement our proposal into real case of disaster. In 

September 2013, one of the active volcanoes in Indonesia (Sinabung Mountain) 

erupted. Many thousand people living in radius 10 km from the mountain have to 

evacuate to the predetermined shelters. The local government provides 30 safety 

shelters to the evacuees and provides life support items for them. The detail data of 

each shelter and evacuees during December 2013 is shown at Table 1[22]. Even 

though the disaster occurs for more than 3 months, we pick up data at December 2013 

as a representative data for disaster evacuees. 

The government faces difficulty in providing the life support items for disaster 

evacuees since the number of evacuees change dynamically each day and difficult to 

predict. Some evacuees like to move from one shelter to the others and sometime they 

went back to their own home to safe their precious wealth even though the condition is 

dangerous. Number of evacuees will certainly affect the demand rate of relief 

inventory planning. Due to management problem, it is difficult to track and calculate 

the exact number of current inventory. Also in this type of disaster, some of the 

infrastructure was damaged but there is still chance to deliver life support items to 

each shelter trough small capacity transporter.   

There are a lot of life support items needed by disaster evacuees such as food, 

clothes, water, medicine, blanket, etc. In this paper, we modeled the delivery process 

of ready to eat therapeutic food (RUTF) items, plumpy soy[40], for disaster response. 

We ran the simulation over 90 days with time interval 1 day. The actual length of the 

disaster response phase is varied depending on the type and magnitude of the disaster, 
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but some organization consider it to last up to 90 days[41]. Using the information 

provided on Nutriset’s website, we able to quantify the number of sachet needed to 

serve the needs of the disaster evacuees at Table 3. Each person needs 2 sachet of 

plumpy soy everyday. We will simulate the relief inventory operation for each scheme 

with the initial inventory level and input parameter listed in Table 4 and Table 5, 

respectively. The initial inventory level value is also maximum inventory level as a 

result of pre-positioning inventory. We got purchasing price from Nutriset’s website 

with Euro currency. Another cost parameters use average cost practice in Indonesia 

such as setup cost, holding cost, transportation cost, and stock out cost. We do 

simulation of 3 strategic schemes such as (1) without lateral transshipment, (2) with 

fully lateral transshipment, (3) partial lateral transshipment: maximum payoff strategy, 

static support strategy, and dynamic support strategy. 

Table 4 summaries the performance of relief inventory system (in term of number 

of shelter having normal inventory level), number of trip and total cost for each 

scheme. The performance is measured by accumulation of the inventory status during 

disaster response. Inventory status is divided into 3 types such as normal (value = 1), 

abnormal (value = 0), and need help (value = -1). The inventory is said to be “normal” 

if the amount of stock is above the normality threshold (see Table 3 for the threshold). 

Furthermore, the inventory is said to be “abnormal” if the amount of stock is below 

the normality threshold but above the safety stock (SS) level. In addition, the 

inventory is said to be “need help” if the amount of stock is lower than the safety stock 

(SS). If all the shelters have normal inventory level during disaster response period (90 

days), the value of the normal shelter will be 2700 (maximum performance).  

We run simulation for disaster response period (90 days) and the results is an 

average of 100 similar trials to avoid the effect of random number. As we can see from 

the summary shown at Table 6, the first scheme (without mutual support) consumes 

quite low cost of operation but gains the worst performance compared with the other 

scheme. Oppositely, the second scheme (with fully mutual support) gains almost the 

highest performance level but consumes the highest cost of operation compared with 

the other scheme. The performance of the last scheme is in between the performances 

of the first two. It can be seen clearly that the second scheme leads to the highest level 

of performance but consume the highest cost. The scheme that leads to the lowest cost 

is the third strategy of the third scheme (maximum payoff) even though the 

performance is considerably low. In addition, the performance of the static support 
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strategy of the third scheme is in between the first two schemes since the probability 

of the helping is 0.5. The best performance is shown by the last strategy of the third 

scheme. It gains the almost similar performance with the second scheme’s 

performance but with less cost and less number of trip. The fluctuation of performance 

(in term of number of shelter having normal inventory level), number of trip, and total 

cost for each day of all scheme are shown at Figure 22, 23, 24 respectively. 

Table 3. Evacuees of sinabung mountain eruption 

 
Table 4. Number of normal unit, number of trip, and accumulated cost of relief 

inventory (1: without mutual support, 2: with fully mutual support, 3: max payoff 

strategy, 4: static support strategy, 5: dynamic support strategy) 

 
Table 5. Initial Inventory Level 
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Table 6. Input parameter for simulation 

 
Figure 23. Performance of relief inventory measured by number of normal unit 
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Figure 24. Number of trip of relief inventory 

 

 
Figure 25. Total cost of relief inventory in 104 scales 
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level of inventory leads to the higher possibility of help. In some cases, if cost is 

limited for relief inventory, the second strategy of the third scheme can be a good 

solution even though that scheme cannot lead to the best performance. We simply 

choose the probability of helping based on the financial condition. Good financial 

condition leads to higher probability of helping.   
 

4.4 Concluding Remarks 

This paper successfully built a relief inventory model with lateral transshipment 

under condition of low credibility information. Mutual help with lateral transshipment 

during disaster response has certainly leaded to positive impact of relief inventory 

performance. Based on the criteria of performance and cost, the best scheme in mutual 

help is dynamic support strategy of partial lateral transshipment scheme that rely its 

action on the self-information. In the simulation, it is proven that decision based on 

low credibility information will lead to worse performance as shown in maximum 

payoff scheme. In addition, decision based on static mutual help lead to average 

performance level of the relief inventory system. The performance of the dynamic 

support strategy of partial lateral transshipment scheme outperforms the performance 

of the selfish behavior (without lateral transshipment scheme) and having similar 

performance with the altruism behavior (fully lateral transshipment scheme). It can be 

concluded that neither the selfish nor the altruism behavior that lead to the best 

performance, but the behavior in between of them. 

This model is practically applicable to be used in relief inventory planning under 

low credibility information sources since it focused on self-information. Future 

development of this research can be directed to the optimization of model parameter, 

integration with the disaster mitigation planning allowing interaction of all shelters in 

the system.   
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5 Clustering Inventory Location to Improve the 
Performance of Disaster Relief Operation 

5.1 Clustering Theories 

Clustering or cluster analysis is the task of grouping a set of objects in such a way 

that objects in the same group (called a cluster) are more similar to each other than to 

those in other groups[42]. Clustering is often confused with classification, but there is 

some difference between the two. In classification the objects are assigned to pre 

defined classes, whereas in clustering the classes are also to be defined. Clustering is 

used in many fields, including data mining, text mining, information retrieval, 

statistical computational linguistics, machine learning, pattern recognition, image 

analysis, information retrieval, and bioinformatics. Various algorithms that differ 

significantly in their notion of what constitutes a cluster can build cluster analysis. 

One of the oldest methods of cluster analysis is known as k-means cluster analysis, 

and is available in R through the k-means function. The first step (and certainly not a 

trivial one) when using k-means cluster analysis is to specify the number of clusters 

(k) that will be formed in the final solution. The R cluster provides a modern 

alternative to k-means clustering (known as pam) which is an acronym for 

"Partitioning around Medoids". Another class of clustering methods, known as 

hierarchical agglomerative clustering methods (connectivity based clustering), starts 

out by putting each observation into its own separate cluster. It then examines all the 

distances between all the observations and pairs together the two closest ones to form 

a new cluster. 

There are certain problem encountered with clustering algorithms: dealing with a 

large number of dimensions and a large number of objects can be prohibitive due to 

time complexity, the effectiveness of an algorithm depends on the definition of 

similarity, the outcomes of an algorithm can be interpreted in different ways.  

5.2 Stable Roommate Problem 

The Stable Marriage problem (SM), the Hospitals/Residents problem (HR) and the 

Stable Roommates problem (SR) have been studied extensively in the matching 

literature. Gale and Shapley (1962)[43] show that stable matching exist in every 

instance of marriage problem by adopting the “deferred acceptance algorithm”. A 
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stable matching problem consists of a group of agents, and, for each agent, a 

preference list over those agents with whom he may be matched [44]. Stable matching 

problems can be defined to allow or disallow ties in the preference lists. When ties are 

allowed, stability is defined as the absence of an unmatched pair of agents that strict 

and prefers each other to their assigned mates. The roommate problem involves a 

single set of n agents where each agent having a preference lists over the other n - 1 

agent. An efficient algorithm to constructively determine for any instance of the 

roommate problem without ties whether a stable assignment exists (and if one exists to 

determine one) has recently been discovered by Irving [45]. 

5.3 Preference Generation and Cluster Formation 

In disaster relief operation, most of the evacuees live in the shelters that are 

provided by government, NGO, and other organizations. These shelters are spread 

along the concentration of citizen population in the city, so that, distances between 

shelters is varied. In each shelter there are storage of life support items such as food, 

medicine, clothes, blanket, tent, etc. The government and any other stakeholder of 

disaster will regularly send those items to each shelter based on its level of inventory 

and demand rate. Those two parameters are difficult to predict after disaster. Evacuees 

come and go from the shelters freely, and the administrative action during chaotic 

condition after disaster made coherency between recorded parameters and the actual 

ones is questionable.  

Each management of the shelter has an authority to deliver their excessive items to 

neighboring shelters (called inventory lateral transshipment). The purpose of this 

delivery is to support other shelters in need of life support items. The amount of 

delivery is based on its altruism level (willingness to help), that is, some of them 

deliver a large amount and the others deliver less. However, this action can lead to 

worst performance level since the information of inventory level and demand rate of 

each shelter is unknown to the others. In other cases, that information is known with 

low reliability due to information’s infrastructure damage and chaotic condition right 

after disaster event.  

In our model, first, we collect the data of shelter’s parameter mentioned before: 

inventory capacity, demand rate, distances, and support level before disaster 

(mitigation period). Even though demand rate and support level is dynamically 

changes, we assume that those two parameters are constant along the disaster recovery 
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period. Furthermore, we generate initial cluster using single linkage cluster algorithm 

[46] that categorized as hierarchical cluster method or connectivity based clustering. 

We use minimum distance between shelters as a basis for calculating clusters, so that, 

nearby shelters will be put into one cluster. Lastly, we refine cluster formation by 

evaluating its stability (based on stable roommate criteria). If it is found that initial 

cluster formation is not stable, we refine cluster formation using stable roommate 

algorithm until stability is achieved. There is a possibility that we cannot find stable 

cluster. In this situation, we use initial cluster for the input of lateral transshipment 

system. Figure 2 shows detail flowchart of our proposal.   

Figure 26. Proposed cluster formation logic 
Following steps show the algorithm of single linkage cluster or nearest neighbor 

clustering [46] 

1. Decide number of member n in each cluster. 

2. Each shelter is in its own cluster.  

3. The cluster is then sequentially combined into larger cluster by adding the 

shortest distance shelters into it. Formula 1 shows the Euclidean distance 

between shelters.  

4. Stop the cluster formation if number of member inside cluster reaches n. 

D X,Y = min!∈!,!∈!d x, y  (5.1) 

     Initial cluster is necessary in case the refinement step doesn't have stable result. 

Following steps show the modification of Irving’s algorithm [44] for determining 

stability and modified cluster members                                                                                                               
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Prepare preference table for each cluster shelter’s member. The preference is 

calculated from accumulation of four score: distance score, inventory capacity score, 

demand rate score, and level of support score. 

Create a reduced table using Gale Shapley algorithm of stable marriage problem 

[43] by proposing-rejecting procedures. The reduced table shows matching between 

members and is called stable matching when each member hold proposal from another 

member.  

If stable matching is found, continue to rotation elimination of Irving’s 

algorithm[44]. Otherwise, use initial cluster as input to lateral transshipment system. 

After rotation elimination, if stable matching is found, use current matching as a 

new cluster and use it as input to lateral transshipment system. Otherwise, initial 

cluster should be used as input to lateral transshipment system. 

The preference table for each shelter’s member is calculated from each score 

(Formula 5.2 – 5.5) and is derived into preference (Formula 5.6 – 5.9). The score of 

support level is constant trough out the time. It is noted that the preference level of 

each shelter toward others is not linear and sometime opposite with the score. The 

rules for defining preference of a shelter toward others are 

Preference to distance is opposite with the distance score (Formula 5.6). When 

shelter A and shelter B have high distance score, the more reluctant both of the 

shelters to be in one cluster.  

If the shelter has high score of inventory capacity, it prefers shelter that has low 

score of inventory capacity and vice versa (Formula 5.7). 

If the shelter has high score of demand rate, it prefers shelter that has high score of 

demand rate and vice versa (Formula 5.8). In this situation, the shelter that has high 

demand rate can get support from the others that has low demand rate.  

Each shelter is willing to have a partner (inside cluster) that has high willingness to 

support others (Formula 5.9). This means that probability of help and getting help 

between them is high.  

𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦) =
𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦)
𝑚𝑎𝑥𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒

 (5.2) 

𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦(𝑥) =
𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦(𝑥)

𝑚𝑎𝑥𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦
 (5.3) 

𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐷𝑒𝑚𝑎𝑛𝑑𝑅𝑎𝑡𝑒(𝑥) =
𝐷𝑒𝑚𝑎𝑛𝑑𝑅𝑎𝑡𝑒(𝑥)

𝑚𝑎𝑥𝑅𝑎𝑡𝑒
 (5.4) 

𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝐿𝑒𝑣𝑒𝑙(𝑥) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (5.5) 
𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑂𝑓𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑥, 𝑦 = 1 − 𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦) (5.6) 
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𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑂𝑓𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦(𝑥, 𝑦)

= 𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑦 |𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑥 < 0.5
1 − 𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑦 |𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐼𝑛𝑣𝑒𝑛𝑡𝑜𝑟𝑦𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 𝑥 ≥ 0.5 

(5.7) 

𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑂𝑓𝐷𝑒𝑚𝑎𝑛𝑑𝑅𝑎𝑡𝑒 𝑥, 𝑦
= 𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐷𝑒𝑚𝑎𝑛𝑑𝑅𝑎𝑡𝑒 𝑦 − 𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝐷𝑒𝑚𝑎𝑛𝑑𝑅𝑎𝑡𝑒(𝑥)  

(5.8) 

𝑃𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒𝑂𝑓𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝐿𝑒𝑣𝑒𝑙 𝑥, 𝑦
= 𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝐿𝑒𝑣𝑒𝑙 𝑦 + 𝑆𝑐𝑜𝑟𝑒𝑂𝑓𝑆𝑢𝑝𝑝𝑜𝑟𝑡𝐿𝑒𝑣𝑒𝑙(𝑥)  

(5.9) 

 
In this research, we limit the maximum number of shelter’s member in one cluster 

into 2. In the lateral transshipment system, a member in one shelter’s has priority to 

get support from other members. There is a chance for the shelter outside the cluster to 

get support but the priority is much lower compared with the shelter’s member inside 

the cluster. Priority of support between inside cluster’s member and outside cluster’s 

member can be represented as percentage of time that lateral transshipment operation 

applies on it. This percentage is one the important parameter we are looking for in this 

research. Zero percentage reflects the lateral transshipment operation without 

preliminary cluster generation (similar with model in paper[46]). 

5.4 Incorporate Cluster into Relief Logistic and Inventory Operation 

Each natural disaster has unique characteristics in term of it possible occurrence and 

post disaster effects. The main differences between disasters are the coverage area and 

the level of impact. It is already known that short period after disaster, the demand 

increases suddenly and stabilizes after that period. The lateral transshipment system 

cannot be applied to that short period after disaster because there is not enough time to 

respond the huge increase of demand. In addition, the focus of the disaster relief 

operation at that time is evacuating the disaster victim from dangerous areas. The only 

way the humanitarian disaster’s stakeholder can do to provide necessity items for the 

evacuees is trough pre-disaster inventory storage.  

The lateral transshipment system in disaster relief logistic and inventory is 

applicable after that short demand peak period. Furthermore, the benefit of lateral 

transshipment system is come into account where the demand is dynamically changes 

due to continuity of disaster occurrence. The example of that disaster types are flood, 

fires, and volcano eruption. The evacuees of this disaster types have a tendency to 

return home for checking or saving their remaining asset while there is a possibility 

that the disaster occurs again. Hence, the number of evacuees in the evacuation 



- 50 - 

shelters changes dynamically that affect the actual demand. In addition, limited 

information and poor management of inventory deviate the demand prediction  

 
Figure 27. Shelter’s location of Sinabung Volcano eruption in North Sumatra 

Indonesia on 2013 [47] 
 

In this research, we used a volcanic eruption case that occurs in Indonesia, for 

validation purposes. In the end of 2013, one of the active volcanoes located in North 

Sumatra Indonesia erupted; causing thousand people leave their home and suffer. The 

local government and NGO prepare 30 public spaces as an evacuation shelter for the 

disaster victims. Figure 3 illustrates the location of each shelter. A few of them are 

located nearby the mountain area and the rest are located quite far. Since the eruption 

is occurring for several months, we select sample data of evacuees in the peak months 

(November 2013). Table 7 shows the average and deviation of the number of evacuees 

for all shelters within that month. In order to show the calculation steps clearly, we 

further pick up first tenth of the shelter data. The distance, in meter unit, between 

shelters is shown at Table 8. 

As illustrated at Figure 25, the first step of lateral transshipment system is formation 

of initial cluster by nearest neighbor algorithm. In this algorithm, we need to calculate 

the distance between shelters, short those distances, and search from the top of the list, 
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the possible cluster member. Merge the member having closest distance into one 

cluster.  

Appendix A shows the cluster formation using the nearest neighbor algorithm. The 

result of clustering is presented at Table 9. This algorithm doesn’t guarantee that the 

total distance between all cluster members is the minimum ones. From that table, if we 

change the cluster member such as: 4 with 8 and 1 with 7, we will got the lower total 

distance between members.  

The next step, according to Figure 25, is to calculate score (using Formula 5.2 – 5.5) 

of four parameters: distance, inventory capacity, demand rate, and support level. 

Further, those scores are converted into preferences score using Formula (5.6 – 5.9) 

and further change into preference list by simply sorting the value. Based on this 

preference, we find out stable partner of each shelter using proposing and rejecting 

process of stable roommate algorithm[44]. The result of the cluster is shown at Table 4 

and the detail calculation is shown at Appendix 2. 

Table 7. Number of evacuees [22] 

 
Table 8. Distance between shelters (unit in meter) [47] 
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Table 9. Initial cluster (nearest neighbor algorithm) 

 
Figure 28. The lateral transshipment performance without clustering 

 

Table 10. Refined cluster (Stable Roommate Algorithm) 

 

Lastly, we implement the refined cluster into numerical simulation of lateral 

transshipment system. The setting of this simulation is shown at Appendix 2. The 

parameters that are used in simulation are related with the parameter of warehouse, 

shelter, and logistic operation between them. As illustrated in Figure 27, Figure 28 and 

0 20 40 60 80 100
−2

0

2

4

6

8

10
Unit Status

0 20 40 60 80 100
0

5

10

15

20

25

30
Total Cost

0 20 40 60 80 100
0

5

10

15

20
Travel Time

Day�Day�

Day�

Cost�Number.of.
normal.unit�

Number.of.
travel�

�� ���� ������ ������������

� ���� ���

� 
�� ����

� ��� �
��

� 	�� �
��

� ��
 ��
��

�� ���� ������ ������������

� ��� �����

� ��	 

��

� 
�� ����

� ��� ���
�

� 
��� ����



- 53 - 

Table 11, there is a huge difference in total unit status between systems that is not 

using cluster (Figure 27) and using cluster (Figure 28). The unit status without cluster 

sometimes comes into stock out condition or don't have stock at all while the opposite 

ones always have stock. The total cost and travel time between these two systems are 

almost similar.  

Table 11. Performance comparison (Without cluster vs. SRP cluster) 

Figure 29. The lateral transshipment performance with clustering 
 

5.5 Concluding Remarks 

We successfully made a lateral transshipment model for relief logistic and inventory 

model using pre-cluster formation. Mutual help with lateral transshipment during 

disaster response has certainly contributed to positive impact of relief inventory 

performance. With cluster formation, the performance of lateral transshipment system 

for relief logistic and inventory is increase almost double compared with the regular 

lateral transshipment system. This is because each shelter focused on their activities to 

the cluster member and the credibility of information between members inside cluster 

can be improved. 
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Future development of this research can be directed to the optimization of model 

parameter, comparing other cluster algorithm, and allowing more members in one 

cluster.  
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6 Conclusion 

6.1 Summary 

We successfully built lateral transshipment model of relief logistics and inventory 

model based on probabilistic cellular automata, control it using spatial game theory, 

and boost the performance by making cluster of shelters. Even though the interaction 

of shelters in our model is limited to only few and closest neighbors, the model 

illustrates various important characteristics of lateral transshipment in relief logistics 

and inventory: the impact of lateral transshipment to overall system performance, 

condition where lateral transshipment works, the effects of lateral transshipment to the 

logistic and inventory costs, and the threshold of helping probability parameters in 

order to maximize the fraction of normal cells. The mandatory requirement for the 

success of lateral transshipment is enough number of inventory (on average) and 

enough number of transporters.  

This model is suitable for disaster situations since it assumes that information on the 

inventory level and other logistics information is unknown or known with low 

credibility. Further research is required on the dynamic number of cells, delivery lead-

time, and vehicle capacity constraints. 

Based on the criteria of inventory level and costs of logistic and inventory, the best 

strategy scheme in lateral transshipment is dynamic support strategy that rely most of 

its action on the self-information. In the simulation, it is proven that decision based on 

low credibility information will lead to worse performance as shown in maximum 

payoff scheme. In addition, decision based on static mutual support lead to good 

performance level but difficult to implement since it force each shelter to support 

others every time. The performance of the dynamic support strategy outperforms the 

performance of the selfish behavior (without lateral transshipment scheme) and having 

similar performance with the altruism behavior (fully lateral transshipment scheme). 

In addition, neither the selfish nor the altruism behavior that contributes to the best 

performance, but the behavior in between of them. 

With cluster formation at preparedness phase, the performance of lateral 

transshipment system for relief logistic and inventory is increase almost double 

compared with the regular lateral transshipment system. This is because each shelter 
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focused on their activities to the cluster member and the credibility of information 

after disaster between members inside cluster can be improved. 

6.2 Future Work 

This model is practically applicable to be used in relief inventory planning under 

low credibility information and maximized local information. Future development of 

this research can be directed to the optimization of model parameter, comparison with 

other cluster’s algorithm, further integration with other phase of disaster (mitigation, 

preparedness, and recovery), allowing interaction with all shelters in the system, and 

implement in other type of disaster. 
 



- 57 - 

References 

[1] EMDAT, ”Natural Disaster Reported 1900-2011,” Internet: http://www.emdat.be/natural-

disasters-trends, 2009, [Jan. 25, 2014]. 

[2] D. Guha-Sapir, F.Vos, R. Below, S. Ponserre, “Annual Disaster Statistical Review 2010: The 

Numbers and Trends,” Internet: https://www.ipcc-wg2.gov/AR5-tools/author/njlite/data/10982.pdf, 

2011, [Jan. 25, 2014]. 

[3] E. Rabinovich, Ph.T. Evers, “Enterprise-wide adoption patterns of inventory management 

practices and information systems,” Transportation Research Part E, Logistics and 

Transportation Review, vol.38, pp. 389-404, 2002. 

[4] B. Balcik, B.M. Beamon, C.C. Krejci, K.M. Muramatsu, M. Ramirez, “Coordination in 

humanitarian relief chains: Practices, challenges and opportunities,” International Journal of 

Production Economics, vol. 126, pp. 22-34, 2010. 

[5] T.E. Drabek, D.A. McEntire, “Emergent phenomena and the sociology of disaster: lessons, trends 

and opportunities from the research literature,” Disaster prevention and Management, vol. 12 (2), 

pp. 97-112, 2003. 

[6] N. Kunz, G. Reiner, Stefan. Gold, “Investing in disaster management capabilities versus pre-

positioning inventory: A new approach to disaster preparedness,” International Journal of 

Production Economics, vol. 157, pp. 261-271, 2013. 

[7] X. Xu, Y. Qi, Z. Hua, “Forecasting demand of commodities after natural disaster,” Expert System 

with Application, vol. 37, pp. 4313-4317, 2010.  

[8] L.N.V. Wassenhove, “Blackett Memorial Lecture Humanitarian aid logistics: supply chain 

management in high gear,” Journal of the Operational Research Society, vol. 57, pp. 475-489, 

2006. 

[9] J. Holguin-Veras, M. Jaller, L.N.V. Wassenhove, N. Perez, T. Wachtendorf, “On the unique 

features of post-disaster humanitarian logistics,” Journal of Management, vol. 30, pp. 494-506, 

2012. 

[10] D.C. Long, D.F. Wood, “The logistics of famine relief,” Journal of Business Logistics, vol.16, no. 

1, pp. 325-338, 1995. 

[11] J. Holguin-Veras, N. Perez, M.Jaller, L.N.V.Wassenhove, F. Aros-Vera, “On the appropriate 

objective function for post-disaster humanitarian logistics models,” Journal of Operations 

Management, vol. 31, pp. 262-280, 2013. 

[12] S. Duran, M. A. Gutierrez, P. Keskinocak, “Pre-positioning of emergency items for CARE 

international,” Interfaces, vol. 41, pp. 223-237, 2011. 

[13] C. Paterson, G. Kiesmuller, R. Teunter, K. Glazebrook, “Inventory model with lateral 

transshipments: a review,” European Journal of Operation Research, vol. 210, pp. 125-136, 2010. 

[14] M. Turoff, M. Chumer, B.V. Walle, X, Yao, “The design of a dynamic emergency response 

management information system (DERMIS),” Journal of Information Technology Theory and 

Application, vol. 5, no. 4, pp. 1-35, 2004. 



- 58 - 

[15] N.B. Mulyono, “Balancing Supply System After Disaster,” Proceedings of the International 

Conference on Management of Emergent Digital EcoSystems, 2011, pp. 279-284. 

[16] Y. Ishida, “A critical phenomenon in a self-repair network by mutual copying,” Lecture Notes in 

Artificial Intelligence (LNAI 3682), pp. 86-92, 2005. 

[17] A. Adamatzky, Identification of Cellular Automata, Taylor & Francis, London, 1994. 

[18] J.B. Coe, S.E. Ahnert, T.M.A. Fink, When are cellular automata random?, Europhysics Letters 

Vol. 84 no. 5, 2008. 

[19] N.B. Mulyono, Humanitarion Logistics and Inventory Model Based on Probabilistic Cellular 

Automata, International Journal of Innovative Computing, Information and Control, Vol. 10 No 1, 

January 2014. 

[20] Y. Ishida, Immunity-Based Systems, Springer-Verlag, 2004. 

[21] Indonesia National Disaster Management Agency, “Laporan Harian Tanggap Darurat Gunung 

Merapi,” Internet: 

http://mis.bnpb.go.id/userfiles/file/td/LAPORAN%20SITUASI%2016%20Nopember%202010.pd

f , 2010, [Nov. 15 2010]. 

[22] Local Government of Karo Indonesia, “Data Pengungsi Erupsi Gunung Sinabung 2013,” Internet: 

http://www.karokab.go.id/in/index.php/gunung-sinabung/data-pengungsi/, 2013, [Jan. 10, 2014]. 

[23] P. Tatham, G. Kovacs, “The application of “swift trust” to humanitarian logistics,” International 

Journal of Production Economics, vol. 126, pp. 35-45, 2010. 

[24] National Fire Protection Association [NFPA], NFPA 1600 standard on disaster/emergency 

management and business continuity programs, Quincy, MA: NFPA International, 2004. 

[25] Federal Emergency Management Agency (FEMA), IS 230 – Principles of emergency management, 

2003. 

[26] P.A.Trunick, “Special report: delivering relief to tsunami victims,” Logistics Today, vol. 46, no. 2, 

pp. 1-3. 2005b 

[27] A. Thomas, “Why logistics?,” Forced Migration Review, vol. 18, pp. 4-5, 2003. 

[28] J.D. Vries, “Diagnosing inventory management systems: an empirical evaluation of a conceptual 

approach,” International Journal of Production Economics, vol. 108, pp. 63-73, 2007. 

[29] J. H. Heizer, B. Render, Operations Management 9th Edition, Prentice Hall, 2008. 

[30] C.D. Whybark, “Issues in managing disaster relief inventories,” International Journal of 

Production Economics, vol. 108, pp. 228-235, 2007. 

[31] T. Toffoli, N. Margolus, Cellular Automata Machines: A New Environment for Modeling, MIT 

Press, 1987. 

[32] A. Adamatxky, Game of Life Cellular Automata, Springer, 2010. 

[33] T. Hirata, A. M. Posadas, A. Ogawa, Y. Harada, “A probabilistic cellular automaton model for 

developing spatio temporal patterns,” Forma, vol. 17, pp.19-29, 2002. 

[34] M. J. Osborne, A. Rubinstein, A Course to Game Theory, MIT Press, 1994. 

[35] C. Camerer, Behavioral Game Theory: Experiments in Strategic Interaction (Roundtable Series in 

Behaviorial Economics), Princeton University Press, 2003.  



- 59 - 

[36] P. C. Reiss, F. A. Wolak, Structural Econometric Modeling: Rationales and Examples from 

Industrial Organization, Handbook of Econometrics, 2004. 

[37] K. G. Binmore, “Evolutionary stability in repeated games played by finite automata,” Journal of 

Economic Theory, vol. 57, pp. 278-305, 1992. 

[38] J.D. Sterman, Business Dynamics: Systems Thinking and Modeling for a complex world, 

Irwin/McGraw-Hill, New York, 2000. 

[39] Y. Ishida, M. Tokumitsu,  “Asymmetric Interactions between Cooperators and Defectors for 

Controlling Self-repairing,” Lecture Notes in Computer Science, vol. 5179, pp. 440-447 Springer, 

2008 

[40] Nutriset, “the producer of RUTF,” Internet: http://www.nutriset.fr/, [Jan. 10, 2014]. 

[41] G. Kovacs, K.M. Spens, “Humanitarian logistics in disaster relief operations,” International 

Journal of Physical Distribution Logistics Management, no. 39, pp. 99-114, 2007. 

[42] B. S. Everitt, S. Landau, M. Leese, D. Stahl, Cluster Analysis, John Wiley & Sons, 2011 

[43] D. Gale, L.S. Shapley, “College admissions and stability of marriage,” Amer. Math. Monthly, vol. 

69, no. 1, pp. 9–15, 1962 

[44] J.M Tan Jimmy, “A necessary and sufficient condition for the existence of a complete stable 

matching,” J. Algorithms, vol.12, no. 1, pp. 154–178, 1991. 

[45] I. Robert W, “An efficient algorithm for the stable roommates problem,” J. Algorithms, vol. 6, no. 

4, pp. 577–595, 1985. 

[46] R. Sibson, "SLINK: an optimally efficient algorithm for the single-link cluster method," The 

Computer Journal (British Computer Society), vol. 16, no. 1, pp. 30–34, 1973. 

[47] Indonesia National Disaster Management Agency, “Shelter’s map of Sinabung Volcano eruption 

in North Sumatra Indonesia”, Internet: http://geospasial.bnpb.go.id/2013/12/03/peta-jumlah-

pengungsi-erupsi-gunungapi-sinabung-tanggal-031213/, 2013, [Nov. 26, 2013]. 

 



- 60 - 

Appendix 1 – Formula Derivation 

Equation 3.7 
𝑃! = 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛  𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑛𝑜𝑟𝑚𝑎𝑙  𝑐𝑒𝑙𝑙 + 𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛  𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙  𝑐𝑒𝑙𝑙 

𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛  𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑛𝑜𝑟𝑚𝑎𝑙  𝑐𝑒𝑙𝑙
= 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛  𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦   𝑝!
+ 𝑟𝑒𝑔𝑢𝑙𝑎𝑟  𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦  𝑜𝑓  𝑖𝑡𝑒𝑚𝑠  𝑓𝑟𝑜𝑚  𝑐𝑒𝑛𝑡𝑟𝑎𝑙  𝑤𝑎𝑟𝑒ℎ𝑜𝑢𝑠𝑒   𝑝!
− 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  ℎ𝑒𝑙𝑝𝑖𝑛𝑔
∗ (𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑠𝑡𝑎𝑡𝑒  𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒  𝑑𝑢𝑒  𝑡𝑜  𝑔𝑖𝑣𝑖𝑛𝑔  ℎ𝑒𝑙𝑝   𝑝! )
− 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑠𝑡𝑎𝑡𝑒  𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒  𝑑𝑢𝑒  𝑡𝑜  𝑟𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔  ℎ𝑒𝑙𝑝  (𝑝!) 

𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛  𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙  𝑐𝑒𝑙𝑙
= 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛  𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦   𝑝!
+ 𝑟𝑒𝑔𝑢𝑙𝑎𝑟  𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦  𝑜𝑓  𝑖𝑡𝑒𝑚𝑠  𝑓𝑟𝑜𝑚  𝑐𝑒𝑛𝑡𝑟𝑎𝑙  𝑤𝑎𝑟𝑒ℎ𝑜𝑢𝑠𝑒   𝑝!
− 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  ℎ𝑒𝑙𝑝𝑖𝑛𝑔
∗ (𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑠𝑡𝑎𝑡𝑒  𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒  𝑑𝑢𝑒  𝑡𝑜  𝑔𝑖𝑣𝑖𝑛𝑔  ℎ𝑒𝑙𝑝   𝑝! )
− 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑠𝑡𝑎𝑡𝑒  𝑖𝑛𝑐𝑟𝑒𝑎𝑠𝑒  𝑑𝑢𝑒  𝑡𝑜  𝑟𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔  ℎ𝑒𝑙𝑝  (𝑝!) 

𝑃! = 𝑥 𝑝! + 𝑦𝑝! − 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝! + (1 − 𝑥)(𝑝! + 𝑦𝑝! − 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝! ) 
Equation 3.9 
Replace the value of (p2, p3, p6) of Equation 7 with (0, 1, 1): 

𝑃! = 𝑥 𝑝! + 𝑦 − 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝! + (1 − 𝑥)(𝑦𝑝! − 𝑝! 1 − 𝑧!𝑝! − 𝑧!𝑝! ) 
Equation 3.10 

𝑇𝐶! = 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑠𝑡𝑜𝑐𝑘  𝑜𝑢𝑡 ∗ 𝑢𝑛𝑖𝑡  𝑐𝑜𝑠𝑡  𝑜𝑓  𝑠𝑡𝑜𝑐𝑘  𝑜𝑢𝑡 
𝑇𝐶! = (1 − 𝑃!)𝐶! 

Equation 3.11 
𝑇𝐶! = 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑟𝑒𝑔𝑢𝑙𝑎𝑟  𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦  𝑡𝑜  𝑛𝑜𝑟𝑚𝑎𝑙  𝑐𝑒𝑙𝑙

+ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑟𝑒𝑔𝑢𝑙𝑎𝑟  𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦  𝑡𝑜  𝑎𝑏𝑛𝑜𝑟𝑚𝑎𝑙  𝑐𝑒𝑙𝑙 ∗ 𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑐𝑒𝑙𝑙𝑠
∗   𝑢𝑛𝑖𝑡  𝑐𝑜𝑠𝑡  𝑜𝑓  𝑝𝑟𝑜𝑐𝑢𝑟𝑒𝑚𝑒𝑛𝑡 

𝑇𝐶! = (𝑥𝑦 + 1 − 𝑥 𝑦𝑝!)𝐶! 

Equation 3.12 
𝑇𝐶! = 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑡𝑟𝑎𝑛𝑠ℎ𝑖𝑝𝑚𝑒𝑛𝑡 ∗ 𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑐𝑒𝑙𝑙𝑠 ∗ 𝑢𝑛𝑖𝑡  𝑐𝑜𝑠𝑡  𝑜𝑓  𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛

+ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦  𝑜𝑓  𝑟𝑒𝑔𝑢𝑙𝑎𝑟  𝑑𝑒𝑙𝑖𝑣𝑒𝑟𝑦 ∗ 𝑛𝑢𝑚𝑏𝑒𝑟  𝑜𝑓  𝑐𝑒𝑙𝑙𝑠
∗ 𝑢𝑛𝑖𝑡  𝑐𝑜𝑠𝑡  𝑜𝑓  𝑡𝑟𝑎𝑛𝑠𝑝𝑜𝑟𝑡𝑎𝑡𝑖𝑜𝑛 

𝑇𝐶! = 𝑥 𝑦 − 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝! + 1 − 𝑥 𝑦𝑝! − 𝑝! 1 − 𝑧!𝑝! − 𝑧!𝑝! 𝐶! + (𝑥𝑦

+ 1 − 𝑥 𝑦𝑝!)𝐶! 
Equation 3.13 

𝑇𝐶 = 𝑇𝐶! + 𝑇𝐶! + 𝑇𝐶! 
𝑇𝐶 = 1 − 𝑃! 𝐶! + 𝑥 𝑦 − 𝑝! 𝑝! − 𝑧!𝑝! − 𝑧!𝑝! + 1 − 𝑥 𝑦𝑝! − 𝑝! 1 − 𝑧!𝑝! − 𝑧!𝑝! 𝐶!

+ 𝑥𝑦 + 1 − 𝑥 𝑦𝑝! (𝐶! + 𝐶!) 
Equation 3.14 
Substitute Equation 9 into Equation 13 to obtain a simplified form of total cost (TC): 

𝑇𝐶 = 1 − 𝑃! 𝐶! + 𝑃! − 𝑥𝑝! 𝐶! + 𝑥𝑦 + 1 − 𝑥 𝑦𝑝! (𝐶! + 𝐶!) 
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Appendix 2 – Cluster Formation 

Nearest Neighbor’s Algorithm 

 

 

Stable Roommate Algorithm 

(Absolute score) 
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(Score preference) 

 

(Preference list) 
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