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  TOYOHASHI UNIVERSITY OF TECHNOLOGY 

Abstract 

 Graduate School of Engineering  

Department of Mechanical Engineering 

Doctor of Engineering 

Eye Shape Detection Methods Based on Eye 

Structure Modeling and Texture Analysis for 

Interface Systems 

by 

 Mohammad Amro Jamal AL-DIBAJA 

Human-Computer Interaction systems (HCI) are being an 

attractive field for both researchers and companies in order to 

increase the human life quality and safety. This is because of the 

revolution in producing mobile devices that have the capabilities 

to connect the internet and process information in a very short 

timeframe.  

Eye is considered as a very promising interactive component. 

It can be employed to achieve many tasks that usually done by 

hands as well as it has a faster behavior and response. For 

example, suppose that many products are randomly distributed on 

a production line and an operator wants to pick one of them by a 

manipulator robot. The conventional strategy is whether to use a 

joystick to control the robot’s clip or to move the courser on a PC 

screen and click on the desired object. The robot will then generate 

the motion matrix to get the location of the object.  

More sophisticated approach is to use eyes. The operator 

should only look at the object whether on the screen or directly in 

the real world on the production line.  
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This thesis aims to develop and implement three methods to 

automatically extract the eye features. The eye features are 

represented by the term “eye shape”. The eye shape consists of a set 

of points called eye shape points. The eye shape points are distributed 

equally to represent the two eye corners and the two eyelids. The eye 

shape identifies the eye state (open, nearly close and in-between). In 

addition, it describes the appearance parameters such as scale, 

rotation angle and translation in eye images.  

In order to detect the eye shape, Active Shape Model (ASM) is 

developed. The developments are done in terms of enhancing initial 

estimation of the eye contour in a testing eye image using an object 

recognition technique. The object recognition technique tries to 

understand the topological eye structure in the testing image. Based 

on this understanding, the eye state and appearance parameters are 

estimated and an initial eye shape is suggested.  

Searching on eye shape points is also enhanced by describing 

the local structure around the eye shape points using Principal 

Component Analysis (PCA). The capabilities of PCA in terms of 

generalization have increased the robustness of detecting the 

locations under different lighting conditions. 

The improved ASM outperforms the standard/original ASM 

with increasing accuracy and reducing detection time. 

 

In the second approach, a completely new method in the domain of 

object shape detection is proposed. Log-polar transform (LPT) is 

utilized to convert the change of eye scales and rotations in Cartesian 

coordinate system into translations. Consequently, the task of 

detecting x,y coordinates of eye shape points is facilitated into 

detecting only log𝜌 coordinates in Log-Polar domain. LPT maps the 

pixels in equal size and hence the eye geometrical details are 

preserved regardless the eye size/scale and state in testing images.  

In addition, the existence of eye components such as pupil, iris, 

eyelids and sclera makes the color variation between eye and skin 
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very sharp. This variation is measured by applying PCA on RGB 

color channels of the testing image against wide range of changing of 

lighting conditions. Based on these properties of eye representation 

by PCA and LPT, the eye shape is extracted regardless the change of 

scale, rotation, translation, eye states and lighting conditions.  

This new method has performed very high accuracy with 

significantly reducing the detection time compared to ASM and 

Deformable Template (DT). Therefore, it is very appropriate to be 

employed in real time systems. Moreover, the design has proven that 

Log-Polar domain should be the baseline of implementing any eye 

shape detection technique. 

 

In the third method, as long as LPT has been proven as the initial step 

of any eye shape detection technique, a recurrent neural network is 

trained to model the pixel profile in each row of Log-polar eye 

images. Each pixel profile (row) contains a few pixels that represent 

the eye contour. The pixel values in a pixel profile vary smoothly and 

there is no sudden or rapid change exists. Based on this fact, the pixel 

value of the eye contour in a pixel profile is changed by creating a 

sudden peak. The recurrent network is trained to predict the location 

of this peak based on some past outputs and previous inputs of pixel 

values. 

By utilizing the above training approach for eye shape detection, 

a Log-polar eye image is described by a fixed number of pixel 

profiles. The locations of the eye contour in these profiles are 

highlighted by creating peaks. The recurrent network is trained using 

different Log-polar eye images. This strategy has significantly 

enhanced the recurrent network prediction ability because the 

recurrent network has learned the patterns of pixel values as well as it 

has modeled the eye contour by learning the different frequencies of 

peaks’ locations.  

The experimental results have verified a robust performance of 

the proposed method based RNN compared to ASM and DT 
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performances. On the other hand, it emphasize that using neural 

network is very promising for detecting the eye shape and more 

investigations should be conducted.  
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 Chapter 1  

Introduction  

1.1. General 

Human-Computer Interface (HCI) has become a very interesting topic in image processing 

recently [1-2]. This is because of the considerable revolution in interaction systems. Therefore, 

computer vision is considered as the field number one in Google Company and they have 

established a very big lab in China a few years ago. This promising field has imposed the 

researchers to redevelop many techniques that got a little attention in past such as object shape 

detection and feature extraction. In order to deal with such techniques, a clear definition on 

pixel and image concepts should be given. 

The pixel: Pixel is the smallest element in an image and it has a square shape. The pixel size 

determines the image quality. As much as the size is being smaller, the details are being clearer 

and the image resolution increases. A pixel has a value, called the pixel value, to represent the 

intensity in range of [0 to 255]. 

The image: From a classical point of view, image is something we see by our vision system. 

From a technical and deeper point of view, image consists of a set of pixels. The distribution of 

these pixels identifies the image and characterizes the object features such as edges, vertex, 

corners, surface, depth, distance, size…etc. On the other hand, pixels’ values represent lighting 

conditions, luminance, contrast, color, correlation,...,etc. Consequently, an image describes 

thousands of words and expressions that could be recognized differently from one person to 



  
 

      | Introduction 2 

 

another according to the attention paid. 

The essence of HCI systems can be summarized by the ability of the machine (computer) 

to see, understand the environment and react accordingly. Herein, we give a brief explanation on 

each term. 

To see: 

Seeing is the process of creating a digital image of the environment. The image could be 

obtained from a laser sensor as used for trajectory planning and robot localization [3]. Antennas 

receive electro-magnetic waves that are reflected by objects’ bodies. These waves can be 

combined and processed to produce an image as in satellite systems [4]. Camera is a common 

device for capturing images. Several types of cameras are employed in image processing such 

as thermal cameras [5], infrared cameras [6], Kinect [7], webcams [9]…etc.   

To understand: 

After the image is being captured, understanding, analyzing and extracting significant 

information are the next aims. In this process stage, various tasks can be done such as detecting 

some specific objects, recognizing objects, creating motion map, detecting color…etc. 

Accordingly, many techniques and algorithms can be applied such as filtering, machine learning, 

image enhancements, color converting, transformations…etc.  

To react: 

Reacting is the interaction system’s response which describes how the machine understands the 

environment and the events are being detected. In this stage, a prior knowledge or some 

databases must be charged such as a table of actions and corresponding reactions. More 

sophisticated approach is to use some prediction algorithms as a feedback before taking the 

reaction decision.  

In order to implement an interface system or to develop some relevant particular 
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techniques, an interactive component should be selected such as face, hand, lips, eyes…etc. A 

proper detector is used to detect the selected component and to determine corresponding 

location and size. The features of the detected component are then extracted according to the 

application such as eye corners, eyelids and pupil location if the eye is being the selected 

interactive component.  

The term feature extraction is usually used when the process is done on static images 

whereas tracking is the equivalent concept when the process is done on a sequence of images. 

This step is usually the most important issue in interaction systems because it should be 

achieved with high accuracy and low time consumption.  

Many interactive techniques have been proposed for eye feature extraction with enforcing 

the user to wear a helmet or glasses. Such techniques are not so preferable because of their use 

constrains and limitations. For more convenience, we develop/propose three non-contact 

methods that can be used for eye feature tracking. 
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1.2. Motivation 

Eye is considered as a very interesting and promising interactive component. By this motivation, 

designing eye feature extraction techniques is the aim of this thesis.  

1.2.1. Why eye shape not eye template? 

Eye features are pupil location, two eye corners and upper and lower eyelids. In this thesis, 

eyelids and two eye corners are referred by the eye contour as shown in Fig. 1.1. There are two 

strategies in literature to represent the eye contour; eye template and eye shape.  

Eye contour can be described by a template as in Deformable Template (DT) [9]. The 

template consists of two parabolas representing eyelids and a circle representing the size of iris 

and the pupil location as shown in Fig. 1.1(a). On the other hand, the eye contour can be 

represented by a set of points as in Active Shape Model (ASM) [10]. These points form the eye 

shape and called eye shape points as depicted in Fig. 1.1(b). The latter strategy provides more 

flexibility to allow the user to detect only some particular features individually. For example, if 

we need to detect the two eye corners or some specific points on the eye contour, the first 

strategy (DT) enforces us to detect the whole template in order to obtain the points accurately as 

well as it costs full detection time. In contrast and by using the eye shape, a particular set of 

points can be detected without influencing the accuracy. Moreover, time consumption is 

 

Fig. 1.1 Eye contour representation. (a) Eye template. (b) Eye shape. 
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proportional to the number of points to be detected. In addition, eye template can be constructed 

using the eye shape as well as the pupil location and the iris size can be easily estimated inside 

the internal region of the eye shape. Thus, we use the eye shape strategy to represent the eye 

contour. 

1.2.2 Applications 

Many applications of eye shape detection techniques can be found, suggested and inspired. 

Herein, we explain briefly some applications whether they exist (with referring to a reference) 

or not yet. Before we go ahead, we want to define simply an expression “Gaze point” that will 

be mentioned many times in the application domain. 

Gaze point: The point which a person is looking at in the 3D environment [11]. This point is 

estimated by two steps. The first step is to detect the pupil location based on the eye angle and 

some eye shape points. The second step is to create a 3D model of the environment (ex. depth 

map) and correlate the pupil coordinates with the 3D model coordinates [12][13]. Therefore, the 

initial step of the gaze point estimation is to detect the eye shape. 

-  The simplest application of the eye shape detection is to estimate the face angle using the 

two eye corners. Furthermore, by using the distance between these two corners, a face 

model can be built to initially indicate the locations of other facial features such as nose and 

mouth [14]. The line passing the two eye corners intersects iris in one or two points. The 

intersection points can be utilized to estimate the pupil location. 

- Laptops and Smart phones are recently functioned to allow the user to scroll the page on the 

screen in four directions [15]. The key idea is to compare the pupil location with 

corresponding locations of two eye corners and two points at the middle of upper and lower 

eyelids; respectively. Another sophisticated idea can be integrated is to allow the user to 
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zoom in/out images on the screen based on tracking and analyzing the motion pattern of eye 

shape points [16][17]. 

- Nowadays, some TV companies try to add an intelligent touch to their products by tracking 

and analyzing the change of vertical distance between eyelids. This process is employed to 

automatically switching-off the TV when the watcher feels sleepy. In addition, the same 

command can be ordered using gaze point when the watcher turns his eyes away from TV 

for long time. 

- Disabled/handicapped people who have a considerable mobility problem in using their 

hands to control wheelchairs can be significantly and efficiently helped to reach the desired 

area using Gaze point [18].  

- Google has revealed recently a new application of google glasses that allows the user to take 

photos by performing certain patterns of blinking. Blinking can be detected by measuring 

and tracking the vertical distance between eye shape points in a time frame [19]. Besides 

and more complex, gaze point can be used in museums to provide an immediate information 

(identifications and historical backgrounds) about the objects that are being focused on by 

visitors wearing google glasses. 

- A very promising and interesting field for eye shape detection techniques is driving systems. 

The driver fatigue can be detected by tracking the frequency of blinking and the distance 

between two eyelids [20]. In addition, gaze point can be employed to insure that the road 

events are being seen by the driver such as traffic signals, cars, pedestrian, navigation 

signboards…etc [21]. This problem is common in driving system domain and called 

“looked but NOT SEEN”. The system consists of two cameras; one is fixed inside the car 

on front of the driver. It detects the driver’s eye, extracts eye shape and estimates the pupil 

location. Second camera is fixed on the car’s front or hood. It recognizes the objects on 
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street such as cars, pedestrian, traffic signals…etc. By making calibration between the two 

cameras and matching the information, gaze point is estimated and the seen objects are 

determined. These applications can be employed to efficiently avoid a lot of car accidents. 

- Eye can be employed to achieve successfully many tasks that usually done by hands. Hence, 

hands can be turned for other tasks in-parallel. It is proven that eye moves faster than hand 

[22]. Suppose that a bunch of three randomly distributed products are given. We need to 

classify these products in three groups using a robot manipulator arm. Generally, the 

operator will use a joystick to control the robot’s arm-tip (clip) to catch each product in 3D 

world. If the eye is involved in this process, the robot’s hand-tip is directly guided to the 

product locations using gaze point. The same strategy can be significantly employed to 

enable the fully disabled people to control the mouse cursor on PC screen.   

In conclusion, the eye features are pupil location, gaze point, eye state, blinking frequency, eye 

corners and iris radius/texture. Obviously, the key-point to estimate these features is to detect 

the eye contour/shape. The eye shape represents eye state and two eye corners. In addition, 

blinking frequency can be measured by tracking the vertical distance between the two mid 

points on the eyelids (on the eye shape). Furthermore, the pupil location and iris radius can be 

easily estimated in the inner region of the eye shape as well as gaze point. Therefore, we 

propose some methods for detecting the eye shape to be useful and more applicable in general. 

1.3. History Review 

Numerous methods for object shape detection have been proposed in literature as well as 

relevant developments. An informative survey on theses technique is given in [23]. Herein, we 

review briefly some principle methods that can be used to detect the eye shape. Yet, three 

definitions are given, testing image, exact eye shape and detected eye shape. 
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Testing image: is an eye image that contained in a database and used for evaluating the 

performance of an eye shape detection technique. If the implementation of the detection 

technique has learning and detection phases, the testing image is usually not used in the training 

phase. 

Exact eye shape: is the eye contour in a testing image. According to the thesis strategy, eye 

contour is represented by a set of N points as shown in Fig. 1.1(b). Hence, any point on the eye 

contour is considered as an exact eye shape point. 

Detected eye shape: is the eye shape of a testing image that detected by an eye shape detection 

technique. The points of the detected eye shape are expected to be exact points and accurately 

describe the eye contour. 

1.3.1. Active Contour Model (snake or ACM) 

Active Contour Model (ACM) is a static method that tries to detect the external object edges 

[24]. Better performance can be obtained when the image is not so complicated, does not 

contain many objects and the desired object to be detected is sharply highlighted. Therefore, the 

binary images which represent objects in white and background in black are the most 

appropriate domain for ACM applications. 

From a simple point of view, the key idea is to suppose that a balloon surrounds the object 

randomly. The balloon is pricked to create a precise hole in the body. The air flows outside and 

the balloon shrinks to take and fit the exact object shape. From an engineering point of view, the 

balloon is described by a set of N points that randomly and manually labeled around the object. 

An energy minimization method is then applied iteratively to attract the points to the object 

edges. After some iterations, the final distribution of the points is considered as the detected 

shape. From a mathematical point of view, each point has (x,y) coordinates. An energy function 
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𝐸𝑠𝑛𝑎𝑘𝑒 is used to control the movement step towards the object and the distance between points. 

The function consists of three terms; internal energy  𝐸𝑖 , external energy 𝐸𝑥and constrain 

energy 𝐸𝑐. 

    𝐸𝑠𝑛𝑎𝑘𝑒 = 𝐸𝑖 + 𝐸𝑥 + 𝐸𝑐                                                    (1,1) 

1.3.1.1. Internal energy 

This term explains the relationship between the points based on their (x,y) coordinates. It is 

decomposed into elastic energy 𝐸𝑠 and bending energy𝐸𝑏. The particular energies describe the 

length, curvature and bending forces. The optimal condition of these forces is to preserve the 

distance between points equally.  

Elastic energy: it makes a line that connects two points, 𝑃𝑖 and 𝑃𝑖+1 , on the balloon body 

behave like a piece of rubber. The length of the line represents the weighted elasticity by a 

factor 𝐾𝑠. A large value of 𝐾𝑠 indicates large elasticity is being allowed.  

    𝐸𝑠 = 𝐾𝑠 ∑|𝑃𝑖 − 𝑃𝑖+1|
2

𝑁

𝑖=1

                                                                                                                  (1.2) 

Bending energy: it represents the relationship between three points respectively by controlling 

the curve degree at the middle point. Therefore, the line passing these points behaves as a thin 

plate or a straight cord according to a bending factor 𝐾𝑏. A large value of 𝐾𝑏 creates a curve 

at the mid-point whereas the small value defines a sharp angle or vertex. When 𝐾𝑏 is zero, 

discontinuity in the second order of the bending function occurs and an angle may occur 

consequently. 

    𝐸𝑏 = 𝐾𝑏 ∑|(𝑃𝑖+1 − 𝑃𝑖) − (𝑃𝑖 − 𝑃𝑖−1)|
2

𝑁

𝑖=1

                                                                                   (1.3) 

With the absence of the other energies, the internal energy leads the balloon to take a circular 

shape.     
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1.3.1.2. External energy 

 As long as ACM has a term to control the point coordinates and the balloon shape, it is 

intuitively to include a term to explain the texture (pixel values I) of the object. This energy 

describes the relationship between the balloon shape and image pixel values. In other words, 

we can consider the image as a surface which consists of valleys, peaks and mountains. A 

snake (balloon points) moves over this surface and fills in some valleys according to weight 

and gravity forces. The energy consists of many particular terms; line energy 𝐸𝑙, corner energy 

𝐸𝑐𝑜, edge energy 𝐸𝑒….etc.  

    𝐸𝑙 = 𝐾𝑙 ∑𝐼(𝑃𝑖)

𝑁

𝑖=1

                                          𝐸𝑑 = 𝐾𝑑 ∑|∇𝐼(𝑃𝑖)|
2

𝑁

𝑖=1

                                           (1.4)  

These terms are incorporated in the implementation according to the user’s desire. Each 

term is weighted by a factor based on a specific purpose. For example, 𝐾𝑙 controls the 

behavior of points with respect to the pixel values that occupied by these points. Positive sign 

makes points move toward the dark area in the image whereas the negative sign attracts points 

to the bright area. A small value regardless the sign makes the sensitivity of change of lighting 

conditions is low. 𝐾𝑑 controls the behavior of points with respect to the object’s edges. A 

large positive value attracts points to the sharp edges in the image whereas the large negative 

value makes points avoid the sharp edges. A small value regardless the sign leads to low 

sensitivity of edge recognition.   

1.3.1.3. Energy of constrains 

 This term is assigned by the user to control the motion constrains such as the maximum and 

minimum allowed distances between the balloon points, the allowed amount of bending degree 

at the vertexes,…etc. 

The balloon tries to minimize the energy terms by moving the points internally towards the 
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object edges in order to fit the exact object shape.  

1.3.2. Deformable Template 

Deformable Template (DT) has been proposed originally to detect the eye contour [9]. It 

describes the eye contour by a template as shown in Fig. 1.1(a). The template consists of two 

parabolas representing two eyelids and a circle representing the size of iris and pupil location. 

The template possesses many parameters that control the template shape, size, angle, vertical 

distance between the eyelids…etc. A testing image is decomposed into many images by using 

various filters. These images are called energy fields and each of which highlights some 

locations of the eye features. The general energy fields are valley image 𝐸𝑣𝑖 which highlights 

the location of pupil, peak image 𝐸𝑝𝑖  which highlights the location of sclera, edge image 𝐸𝑑𝑖 

which indicates the location of eyelids and iris boundary and gray image 𝐸𝑖𝑖  which gives 

significant information on lighting conditions. Other fields can be used according to the user’s 

implementation strategy. The total energy function 𝐸𝐷𝑇 is represented by summing up the fields 

and given as follows: 

    𝐸𝐷𝑇 = 𝐸𝑖𝑖 + 𝐸𝑝𝑖 + 𝐸𝑣𝑖 + 𝐸𝑑𝑖                                                                                                          (1.5) 

where 𝐸𝑣𝑖 is the valley field that should be minimized according to Eq. (1.6). It is the sum of 

pixel values I in the iris region 𝑅𝑖divided by the iris area 𝐴𝑖. 

    𝐸𝑣𝑖 = −
𝐾𝑣𝑖

𝐴𝑖
∫ 𝐼(𝑥, 𝑦)

𝑅𝑖

𝑑𝐴                                                                                                                  (1.6) 

𝐸𝑑𝑖 is the edge field that should be also minimized and its value is the sum of pixel values that 

represent the eyelids 𝜕𝑅𝑤divided by their length 𝜕𝐴𝑤 . This term is summed to the weighted 

sum of pixel values that represent iris boundary 𝜕𝑅𝑖 divided by its perimeter 𝜕𝐴𝑖.   
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   𝐸𝑑𝑖 = −
𝐾𝑑𝑖1

𝜕𝐴𝑖
∫ 𝐼(𝑥, 𝑦)

𝜕𝑅𝑖

𝑑𝑠 −
𝐾𝑑𝑖2

𝜕𝐴𝑤
∫ 𝐼(𝑥, 𝑦)

𝜕𝑅𝑤

𝑑𝑠                                                                        (1.7) 

𝐸𝑝𝑖 is the pick field. Its value is calculated by summing the pixel values of sclera areas. Notice 

that the presence of the two terms in Eq. (1.8) depends on iris position.  

    𝐸𝑝𝑖 = −𝐾𝑝𝑖1 ∫ 𝐼(𝑥, 𝑦)

𝑅𝑝1

𝑑𝑠 − 𝐾𝑝𝑖2 ∫ 𝐼(𝑥, 𝑦)

𝑅𝑝2

𝑑𝑠                                                                         (1.8) 

𝐸𝑖𝑖 is the gray field and it represent two areas; iris and sclera. The sum of pixel values inside 

iris should be minimized whereas the sum of pixel values representing the sclera areas/ eye area 

should be maximized. 

    𝐸𝑖𝑖 = −
𝐾𝑖𝑖1

𝐴𝑖
∫ 𝐼(𝑥, 𝑦)

𝜕𝑅𝑖

𝑑𝐴 +
𝐾𝑖𝑖2

𝐴𝑤
∫ 𝐼(𝑥, 𝑦)

𝜕𝑅𝑤

𝑑𝐴                                                                         (1.9) 

Each particular term in the above equation is weighted by a factor that governs the energy 

behavior according to the pixel values in the studied field. 

The template parameters are updated iteratively in order to fit the eye contour in a testing 

image. First, the testing image is presented and initial values are given to the template 

parameters and energy factors. The valley image is firstly used to search on the iris center and 

the template is then fitted. In the next stage, a smooth tuning of the center coordinates is done 

and the iris radius is updated using gray, edge and valley images. The angle of the template is 

then estimated using the peak image and the template is rotated around the updated iris center. 

Finally, the size of the template is modified to match the two eyelids and eye corners using gray, 

edge and peak images. A smooth tuning can be attained for the whole parameters to adjust the 

template perfectly.  

1.3.3. Active Shape Model 
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Active Shape Model (ASM) has been introduced as an advanced version of active contour 

models [10]. ASM has been employed in many applications [25-29]. It can be said that ASM is 

the simplest and most effective algorithm for object shape detection. Originally, ASM has been 

applied for analyzing medical images such as heart and brain images [30]. An automatic 

segmentation of some particular parts in the medical images is very necessary and helps doctors 

to turn directly into the next process in medical check. As can be inferred from ACM 

explanation in the previous sections, ACM has no prior knowledge on the object’s texture and 

shape. This weakens the behavior in order to deal with complex object body and to process the 

objects in grayscale level with complicated background. Moreover, tuning of the constants of 

the energy terms (𝐾𝑏 , 𝐾𝑑 , 𝐾𝑠 and𝐾𝑏𝑙 ) is quiet difficult and hence accurate results are not 

guaranteed. Therefore, the need of implementing more robust algorithm with knowledge on the 

object’s shape and appearance has arisen and ASM has been invented.  

ASM strategy consists of two stages; training and detection. In training stage, database is 

used to create two models on object’s shape and texture. The images in the database must be 

chosen carefully to represent as much different object shapes and lighting conditions as possible. 

The object shape is described by a set of points. These points are distributed and labeled 

manually and carefully over each image in the database to represent the eye contour. In order to 

represent the general eye state exhibited in the database, the averaged shape over the manually 

labeled shapes is calculated. Once this step is done, a static method is applied to model the 

variation of the labeled shapes. Consequently, the model can be utilized to explain the 

geometrical eye state variation as well as to refine detected shape deformations.  

An imaging model of the pixel values around the eye shape points is created. The pixel 

variation at each eye shape point is modeled. Therefore if the eye shape is described by a set of 

N points, N models are created and each model represents the general pixel variation around the 
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corresponding point.   

In detection stage, a testing image is presented and the averaged eye shape is fitted. The 

point coordinates of the shape are updated using the imaging model. The deformations in the 

updated coordinates are refined using the eye shape model. The refined shape is then fitted 

again to the testing image. These procedures are repeated until the convergence is achieved and 

the final (detected) shape is obtained.  

We just gave a brief explanation on this technique because it will be detailed in the third chapter 

and some development strategies will be introduced as well. 

1.3.4. Active Appearance Model 

Active Appearance Model (AAM) is a sophisticated method that inspired from ASM and 

introduced for performing higher accuracy [31]. Originally, AAM has been applied for facial 

feature extraction and it is rarely used for other applications. The technique creates also two 

models; shape (same as ASM) and appearance. Unlike the ASM strategy in representing the 

pixel values around the object shape points, AAM constructs an appearance model to describe 

the change of full pixel values of the object in an image. The key idea is to sample the area that 

occupied by the object into triangles. Each triangle is built using three object shape points and 

these points could be also shared by the other triangles. The number of triangles is optimized 

using Voronoi diagrams [32].  

The two models share a common parameter to describe the correlation between the change 

of object appearance and shape. Instead of searching on the object shape points locally as ASM, 

AAM tries to minimize iteratively the difference between the testing image and an image that is 

synthesized by the appearance model.  

Due to the complicated structure of AAM, minimization process is a very difficult 
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optimization problem. In addition, the implementation of the algorithm is complicated and takes 

time as well as AAM allocates a very large amount of static and dynamic memories. This makes 

the use of AAM is not so preferable and the performance very slow with high risk of bugging 

occurrence. Therefore, AAM is currently not an appropriate technique for real time applications. 

In this thesis, we exclude this technique to detect the eye shape and we believe that 

working on developing and enhancing the ASM performance is more promising and impressive.  

1.4.  Problem statements and objective 

Static system: the system that detection time or time consumption is not so important issue 

such as constructing a panoramic image from different photos. Thus, the quality of results and 

the high accuracy achievement are most important. 

Real-time/on-line system: the system that the detection time is the most important issue 

because the results must be obtained as fast as possible for running the process through the time. 

Accuracy is also an important parameter and a tradeoff with detection time must be done and 

 

Fig. 1.2 Eye appearance representation. (a) Different rotation angles. (b) 

Different eye states. (c) Different lighting conditions. 
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adjusted according to the applications.  

There are many parameters and factors that must be taken into account for implementing 

real time techniques based eye shape detection. Herein, we highlight some general problems: 

- From a practical/technical point of view, eye appears in a great degree of verity in shape. 

Scale and rotation describe the eye profile condition and called the eye shape parameters. 

The change of rotation can be described as the appearance of eye at different angles as 

demonstrated in Fig. 1.2(a). The change of scale is described as the change of the distance 

from the camera or as the change of the eye state; open, nearly closed and in-between as 

shown in Fig. 1.2(b). These two parameters influence each other and cannot be studied 

independently. For example, at a certain/fixed scale of the eye, the proposed method must 

process all available rotation angles of the eye appearance (∓45°) and vice-versa. The 

robustness of modeling pixel patterns around the eye shape points is the key point to well 

address this problem. 

- From a detection point of view, changing of pixel values influences the eye texture and 

appearance. This is related to two parameters; lighting conditions and skin color as 

illustrated in Fig. 1.3(c). A robust pixel value model is needed to describe how pixel values 

change around the eye contour.  

Based on addressing the above two problems, a strategy of searching on the eye shape points is 

chosen such as using an iterative searching technique in ASM and DT.  

Iterative searching strategy: This strategy is widely used in image processing for shape 

matching and detection [33], object detection [34], power iteration [35], affine transformations 

[36]…etc. For example, ASM tries to minimize the error between the fitted eye shape and the 

exact eye shape in a testing image iteratively. Therefore, a bunch of steps will be repeated until 

convergence is achieved and the next testing image is then processed.  
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There are two common options to describe the convergence condition that terminates an 

iterative process. In the first option, convergence is achieved when the difference in accuracy 

between the last two detected eye shapes that obtained by the last two iterations is less than a 

threshold. The second one is to let the process run for a certain number of iterations regardless 

the accuracy at the final iteration. In the both options, the eye shape of the last iteration is 

considered as the detected eye shape and supposed to fit and match the eye contour in the 

testing image. 

In this thesis, an iterative technique, (ASM), has been developed. On the other hand, we 

will end up with the fact that iterative strategies are not appropriate/trustful for real-time 

applications. If the convergence is done according to a threshold, this means each testing image 

is considered as an independent case with consuming different number of iterations depending 

on the eye structure and state. Thus detection time is not known for each case. Moreover, such 

technique may stuck and run in a loop without reaching the threshold. On the other hand, if the 

convergence is attained by a fixed number of iterations, achieving high accuracy is not 

guaranteed and many deformations in the detected eye shape may occur.    

 

In conclusion, the proposed methods must deal with change of lighting condition and skin color, 

decrease the number of iterations as possibly or avoiding the use of an iterative searching 

strategy, have flexibility to process wide range of scales and rotation angles, achieve high 

accuracy and reduce detection time significantly to be applicable in real time.  
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Chapter 2 

2. Human Visual System 

2.1. Eye structure 

Eye is considered as the most complex component in the human body. The complexity can be 

deduced by answering on the common question “how human sees?”. To get the correct answer 

and understand the meaning of this question, human visual system should be interpreted and 

explained from both biological and mathematical points of view. The visual system is a 

combination of many mathematical transforms. In this chapter, we take into account this truth 

and briefly explain the human visual system.  

2.1.1. Biological structure of human eye 

Eyes are connected to the brain by the central optic nerve [37]. The connection point is called 

 

Fig. 2.1 Eye structure. 
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the blind spot. The nerve is a collector of signals from sub nerves that exist in the eyeball 

internally as shown in Fig. 2.1. The eye is shaped as a ball and the apparent part has a convex 

shape covered by cornea. Iris is the colored part located behind the thin layer of cornea. The 

iris controls the pupil size to regulate the light flow. The pupil is located in the middle of the iris. 

A lens exists behind the iris and it has flexibility to change its shape. The lens shape can be 

stretched and compressed as well as its thickness is changed according to the human’s focusing 

attention. If the object is far away from the eye, the lens shape changes to be thin and to be thick 

if the object is close.  

The light is reflected from the objects and goes through the iris. The light is then focused 

and projected through the lens into the retina. The retina consists of particular elements 

(photoreceptors) that sense the light. Photoreceptors are around 125 million connected to around 

100 million optic nerves. The reason behind non-matching between the two numbers is that 

each group of photoreceptors is locally assembled and combined into one nerve.  

The photoreceptors are classified into two groups; rods and cones as depicted in Fig. 2.2. 

Rods are very sensitive to light and brightness whereas cones have different types of wavelength 

color sensation. Cones and rods are arranged in parallel beside each other. Each photoreceptor 

produces an impulse when it senses light. The impulses are converted into a series and 

 

Fig. 2.2 Eye photoreceptors. 
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transmitted to the brain through the optic nerve. The brain assembles the series obtained from 

different optic nerves and converts them into an image. The image is then understood by the 

brain by generating different level of image resolution, recognizing lines and edges, creating 

surfaces, attaching color to the surfaces, adding depth perception and producing movement map 

[38][39]. The feeling is added to this complicated strategy by discovering, memorizing and 

understanding what is going on in the environment at the moment. 

Colors provide more details to the human perception. There are three types of cones to 

recognize the basic colors; S cones for blue color sensation which has wavelength of 437nm, M 

cones for green color sensation at wavelength 533nm and L for red color at 564 nm wavelength 

as graphed in Fig. 2.3. The sharpest vision occurs at 2 degrees from the center of the visual axis 

in fovea which contains only cones.  

The cones and rods response is nonlinear and can be approximated by a logarithmic 

function of energy. There is a very known and common mistake in understanding how brain 

recognizes and processes colors. The general understanding is that the cones give red, blue and 

green signals to the brain. The visual system is more complicated and right interpretation is that 

the generated signals by S, L and M cones are not transmitted directly to the brain. They are 

 

Fig. 2.3 Color response of S, M and L cones. 
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converted into three components; achromatic which is the summation of three signals, red-green 

signal and blue-yellow signal. This low level process of color signals is done by a complicated 

network of cells called Ganglions.    

A ganglion cell collects the output signals from few cones according to their positions in 

the retina. For example, in the fovea area, where the most details are concentrated, a few cones 

are connected to one cell. The number of the combined cones in the retina increases radially as 

the distance increases far from fovea. A ganglion cell has the style of on-off center-surround 

response which is called the respective field as illustrated in Fig. 2.4. Each receptive field can be 

represented as a central disc surrounded by a ring. When the light covers a part of the central 

disc, the corresponding ganglion output increases. A full fill of the central disc means that the 

ganglion output is at maximum. When the central disc and a circular part of the ring region are 

covered by light, the output is reduced. A fully covered of the receptive field leads to zero 

output. For this reason, we mentioned that cones has a non-linearly response. As we get far from 

the fovea, the receptive field region becomes wider.  

The central disk may sense red color while the ring region senses green color. According to 

this strategy, colour-opponent receptive field is built. The receptive fields are arranged in rows 

 

Fig. 2.4 On-off center-surround respective field. 
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and this distribution is used to recognize edges and lines. 

2.1.2. Mathematical human eye structure  

From a mathematical point of view, some mathematical functions used by eyes can be deduced 

from the previous explanation. In this section, we try to highlight simply these functions.  

2.1.2.1. Foviated system 

The eye focuses on some particular points in the scene. This is because of the receptive field 

distribution and the high visual details concentrated in fovea. This truth can be proven by 

imaging that a student asks a question to a teacher. The student’s eyes may look at some 

particular features on the teacher’s face. Suppose that the teacher starts to answer the question 

and lays his left hand horizontally. The student recognizes this action while he keeps focusing 

on the teacher’s face. The teacher starts to move randomly his left hand fingers. In this case, the 

student may only recognize the motion but he is not able to determine which finger moves at the 

moment because the visual details are proportionally distorted as the distance increases from the 

gaze point.  

 

Fig. 2.5 Log-polar transform done by human visual system.(a) Raw image. (b) 

Foveated image. 

(a) (b)



  
 

      | Human Visual System 23 

 

This processing strategy can be mathematically interpreted as the eye uses 

Logarithmic-polar transform [40]. The mathematical equation and more details on this 

transform will be provided in chapter 4. Figure 2.5 demonstrates the process by showing in part 

(a) a chocolate box. Suppose that a person looks at the center of the image (gaze point is at the 

image center). The corresponding created image in the brain resembles the image in the part (b) 

that generated using log-polar transform. It can be noticed that the details are proportionally 

distorted far from the center.    

2.2. Image construction 

The first stage in human visual system is to build a gray level pyramid of the scene as shown in 

Fig. 2.6. The base of the pyramid represents less and poor details whereas the top represents the 

 

Fig. 2.6 Four gray level pyramid. (a) Top image. (d) Base image. 

(a)                                                   (b)

(c)                                                   (d)
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high resolution image with high details. The reason of creating a pyramid is to understand and 

differentiate the objects in the image easily, processing faster and reducing energy consumption 

by the brain. For example, the less detail image is used to differentiate the masses of the big 

objects and to measure the distance between them. Going up for the next level, the edges of the 

big objects may be detected and small objects’ masses can be observed. This operation runs 

until the high resolution image is reached up and all objects are being detected and recognized 

in their textures, sizes, depths, shapes…etc. The operation can be mathematically interpreted as 

the eye uses Gaussian filter to create the pyramid [41]. Figure 2.6 illustrates a pyramid of four 

levels that created on the image in Fig. 2.5 using Gaussian function.  

2.3. Object construction 

The second stage is to detect lines and edges in the scene. This detection operation is applied on 

the pyramid images. The process can be simply represented as the eye scans the scene using 

some filters such as Canny [42], Hough [43], Laplace [44]…etc. Figure 2.7 demonstrates this 

process by showing the results of applying Canny and Laplace filters on the images in Fig. 

2.6(a). Different features are highlighted and detected in each result as well as there are some 

 

Fig. 2.7 Object surface construction. (a) Canny filter. (b) Laplace filter.  

(a) (b)
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common ones. Due to complicated structure of neural networks, human brain is capable to 

apply various filters on the signals that are delivered by the central optic nerve. 

2.4. Color detection 

Based on the detected lines and edges, the brain tries to generate a deeper perception on the 

scene by constructing objects’ surfaces. Colors are then given to these surfaces. The colors are 

recognized by cones by generating three channels; chromatic, red-green and blue-yellow. This 

transform is similar to HSV color system in image processing where H is hue channel, S is 

saturation channel and V is value channel. The human brain transforms the three components 

internally into RGB color space. From a mathematical point of view, the visual system uses an 

equation to transform the image/scene form HSV color space to RGB. In the next two sections, 

a brief explanation on these two color spaces is provided. 

2.4.1. RGB Color Space 

RGB color space consists of three color channels, red, green and blue. Each channel consists of 

pixels that vary from 0 pixel value (intensity value) representing black color to 255 representing 

white color. In the color wavelength spectrum, red is 645.61 nm, green is 526.2 and blue is 

444.4. The correlation between these channels is very high. This means if the intensity changes, 

all three channels will change accordingly.  

Mixing the three components RGB with various intensity proportions produces hundreds 

of different colors. The color space can be modeled using a cube in 3D Cartesian coordinate 

system as illustrated in Fig 2.8. The axes of the coordinate system represent the three main 

colors RGB whereas the non-contact vertexes represent the colors obtained by the intersection 

areas between the main three colors. 
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The diagonal axis of the cube that originates from the origin represents gray color. Images 

can be represented in grayscale in order to provide less information in each pixel. Therefore, the 

pixel value changes between 0 and 255. 

2.4.2. HSV Color Space 

HSV color space is represented by a cone and there are three parameters to determine a 

particular color as shown in Fig 2.9. Vertical position determines brightness, radial position 

determines the color saturation and the angular position determines the hue. Brightness varies 

from 0 which represents darkness to 1 representing the full brightness. Saturation varies from 0 

corresponding to shed of grey until the fully saturated color. Hue ranges from 0 degree which 

represents red color through yellow, green, cyan, blue, magenta and back to red at 360 degree.       

Dealing with this color domain is closer to the human perception of colors. For example, we 

like to change the color of an object in the image with preserving its other features such as 

brightness and shadows. This task is very hard to be achieved in RGB color space because of 

high correlation between the color channels. On the other hand, it is very easy in HSV space 

 

Fig. 2.8 RGB color system.  
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because the object color has a specific hue value. This value can be treated independently 

regardless the values of intensity and saturation. In Fig. 2.10(b), the color of a chocolate piece 

has been changed from brown, as in Fig. 2.10(a), to dark blue with preserving shadows and 

lighting characteristics.  

The process mentioned above describes an extreme small degree of complexity of the 

human visual system because following this strategy the brain can process and recognize the 

objects under different colors and lighting conditions.  

 

Fig. 2.9 HSV color system.  

 

Fig. 2.10 Object color change in HSV color space. (a) Raw image(all chairs in 

red color). (b) Modified image (one chair in yellow). 

(a) (b)
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2.5. Object recognition 

After detecting colors, the brain tries to recognize the objects and the environment in the scene. 

The concept of recognition is vast and there are no rules to describe exactly how the brain 

identifies objects. The key tool is using neural networks to understand, analyze, memorize, 

recognize, perceive, store, and process the environment. Each term of these concepts is a 

scientific research domain. There is no certain number of objects that can be recognized by the 

human brain but some studies refer to around one million. Neural network is a very active topic 

in computer vision. In chapter 5, we try to explain as simple as possible the principles of neural 

network and relevant learning techniques. 

2.6. 3D perception 

The last step in the visual system is to provide the depth information to each particular element 

the scene. The depth map is calculated using two eyes [45]. Simply, each eye delivers to the 

brain an image of the scene/view. Brain tries to detect correspondence and similarities between 

the two images.  

Suppose that the right image is the reference. Brain starts to scan the image pixel by pixel 

and row by row. During the scanning process, brain tries to find the same/corresponding pixel in 

the left image in order to measure the difference in positions. The difference in positions is then 

used to calculate the location (depth) in the real world. Consequently, depth information is 

incorporated to provide an ultimate feeling and sensation of the scene.  

2.7. Eye motion 

Three pairs of muscles control the eye movements, Left/right, up/down and rotate it around the 
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visual axis [46]. The field of vision is determined by the eye position and rotation angle which is 

the same angle of human face. Each eye covers around 120 degree of field vision view whereas 

both of them guarantee 160 to 210 view degree. 

Many laws have been proposed to model and address the eye motion [47][48]. From a 

technical point of view, eye moves with five degree of freedom. This means that the gaze point 

changes rapidly as well as the field of view. Face rotation angle also affects the direction of the 

field of view and should be taken into account in the gaze point calculation. Therefore, pupil 

location must be detected accurately as well as some reference points on the eye contour (eye 

corners and two middle eyelid points). Thus, we consider eye shape as the key and general point 

for implementing an interaction system-based eye movement. Moreover, it paves the way for 

adding numerous extensions and incorporating many tasks with the implemented system. 

 

Finally, there are many techniques and concepts that not mentioned in this chapter and we want 

to emphasize that the discussed operations are simply explained to be compatible with the 

thesis’s context from the author’s point of view.  

 

 

 

 

 

 

 



  
 

      | Eye Shape Detection Using Active Shape Model 30 

 

Chapter 3 

3. Eye Shape Detection Using Active Shape 

Model 

3.1. Introduction 

ASM is a static method used to solve many problems in image processing [49-54]. Unlike the 

other methods, ASM strategy takes into account the need of prior knowledge on object’s shape 

and texture. ASM simulates a very simple and logical mechanism to detect shapes. Suppose that 

the aim is to detect the eye contour which is described by N points in a testing image. It is 

intuitive to start by a general shape of the eye and try to match its points to the eye contour. As 

long as the general shape is fitted randomly without considering the actual eye state in the 

testing image, each eye shape point must be attracted independently to the closest location of the 

eye contour. Hence, this point becomes an exact eye shape point.  

An issue that can be highlighted is how to attract the points to the eye contour? Obviously, 

a searching technique based prior knowledge on pixel values at the eye contour should be used. 

Therefore, ASM models the change of pixel values at the eye contour. After applying the 

searching operation on the common eye shape points, their locations are modified. As long as 

the searching operation is done independently, many deformations may occur and appear in the 

eye shape such as two modified points are being very close or one point is at wrong location 

while the others are at right ones. Therefore, an eye shape model is needed to refine the 
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deformations with respect to all modified locations of eye shape points.  

The second issue arises after refining the deformations is that does the refined eye shape 

match the actual eye contour perfectly? Intuitively, no!, because the eye model just refines the 

partial geometrical deformations regardless the point positions in the image domain. Therefore, 

it is not guaranteed that the searching operation will attract the shape points to the eye contour 

perfectly. On the other hand, the modified eye shape is expected to approach the eye contour. 

This eye shape can be utilized to search again and getting closer and closer to the eye contour. 

Thus, ASM uses an iterative searching technique to search on the eye contour until satisfying 

the convergence condition and getting the final detected eye shape.   

Figure 3.1 illustrates the structure of ASM. First, a testing eye image is presented and an 

initial eye shape is suggested to be closer in the eye contour characteristics. This procedure is 

called fitting operation. A searching operation based pixel value model is then applied to modify 

the locations of the eye shape points. The deformations of the modified eye shape is then refined 

using the eye shape model. Finally, the convergence condition is checked whether to run the 

process again for the next iteration using the refined eye shape or to terminate the process and 

consider the refined shape as the detected eye shape in the testing image. In the next sections, 

 

Fig. 3.1 Active Shape Model structure. 
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each block is detailed theoretically and mathematically.   

3.2. Eye shape modeling strategy 

ASM uses a prior knowledge on the eye’s shape and texture. An eye image database is used to 

create these two models. In order to model the eye shape, the eye image database must contain 

as various eye profiles as possible. On the other hand, the eye shape model must have capability 

of generalization. Generalization means that the model can recognize new eye shapes that have 

been not presented in the charged database.  

3.2.1. Eye shape description 

The eye shape is described by a set of N points and each point has (x,y) coordinates. Each eye 

shape point must be approximately located at a specific area on the eye contour. For example, 

we use N=16 points to describe the eye shape; 1
st
 and 9

th
 points represent two eye corners, 5

th
 

and 13
th
 represent the middle points at upper and lower eyelids respectively. The other points are 

distributed equally between these remarkable points as clarified in Fig. 3.2(a). According to this 

distribution strategy, eye shapes of eye images in database are manually labeled. Thus, the 

programmer should click on the points over each image with taking into account two issues; the 

 

Fig. 3.2 Two eye images with different appearance. 
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points should be located at the sharpest edges of the eyelids as well as the local correspondence 

of point locations among the eye images must be highly preserved. Figure 3.2 shows two eye 

images and corresponding eye shapes that are manually labelled. The correspondence between 

points can be observed as the first point represents the right eye corner regardless the eye angle 

and state. The eye shape points are labeled in Cartesian coordinate system and their (x,y) 

coordinates are arranged in a vector as in Eq. (3.1). This mathematical representation is needed 

for the next steps of modeling the eye shape. 

    𝑋𝑖 = (𝑥𝑖1,  𝑥𝑖2, … 𝑥𝑖𝑗 , . . , 𝑥𝑖𝑁 , 𝑦𝑖1, 𝑦𝑖2, … , 𝑦𝑖𝑗 , … , 𝑦𝑖𝑁  )
𝑇
                                                             (3.1) 

where 𝑋𝑖 represents the exact eye shape vector of 𝑖𝑡h eye image in database, 𝑥𝑖𝑗 𝑎𝑛𝑑 𝑦𝑖𝑗  are 

the 𝑗𝑡hpoint coordinates in x-y plane and T refers to the vector transpose operation.  

By the end of this step and if the database contains M eye images, M eye shape vectors are 

obtained and each of which consists of 2x16 elements (x,y coordinates). 

3.2.2. Eye shape alignment 

The aim of the eye shape model is to represent as different eye states as possible. Therefore, the 

Euclidian similarity between the eye shape vectors should be removed. In order to achieve this 

process, an alignment operation must be applied on the eye shapes. In the next section, we use 

Procrustes analysis method to align two eye shapes then this procedure is applied on the M 

eye shape vectors [55]. 

3.2.2.1. Two eye shapes alignment 

Figures 3.3(a-c) show two eye shapes that have different shape parameters; scale, rotation and 

translation. Mathematically, the two eye shapes are represented by two vectors as follows: 

    𝑋1 = (𝑥11,  𝑥12, . . . 𝑥1𝑗, . . , 𝑥1𝑁, 𝑦11, 𝑦12, . . . , 𝑦1𝑗 , … , 𝑦1𝑁  )
𝑇
                                                       (3.2) 

    𝑋2 = (𝑥21,  𝑥22, . . . 𝑥2𝑗, . . , 𝑥2𝑁 , 𝑦21, 𝑦22, . . . , 𝑦2𝑗 , … , 𝑦2𝑁  )
𝑇
                                                      (3.3) 
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The eye shape 𝑋2 can be aligned to 𝑋1 (reference shape) by estimating translation parameters 

T(𝑡𝑥, 𝑡𝑦) which measure how much the center of 𝑋2 is shifted from that of 𝑋1, the scale factor 

S which measures how much 𝑋2 is bigger/smallar than 𝑋1 and the rotation angle θ which best 

rotates 𝑋2 to the reference shape. 

First, the center coordinates 𝑥̅𝑖 , 𝑦̅𝑖 of each eye shape is computed by calculating the 

average x,y coordinates over the eye shape points as follows: 

    𝑥̅𝑖 =
1

𝑁
∑𝑥𝑖𝑗

𝑁

𝑗=1

                                             𝑦̅𝑖 =
1

𝑁
∑𝑦𝑖𝑗

𝑁

𝑗=1

;       𝑖 = 1,2                                         (3.4) 

In order to make the shapes zero mean 𝑋̃1, 𝑋̃2, the center is subtracted from the shape points 

using Eq. (3.5). Figure 3.3(d) illustrates this step and it can be observed that the centers of the 

two eye shapes are exactly matched. 

    𝑥̃𝑖𝑗 = 𝑥𝑖𝑗 − 𝑥̅𝑖                                         𝑦̃𝑖𝑗 = 𝑦𝑖𝑗 − 𝑦̅𝑖                                                                     (3.5) 

The shapes are then normalized to make the scale equals to 1using Eq. (3.6). 

    𝑋̌1 =
𝑋̃1

|𝑋̃1 |
                                                    𝑋̌2 =

𝑋̃2

|𝑋̃2 |
                                                                     (3.6) 

Yet, the shapes have the same scale and center coordinates. Rotating the second eye shape is the 

last action to be taken for completing the alignment procedure as illustrated in Fig. 3.3(e). The 

rotation matrix is given in Cartesian coordinate system by Eq. (3.7). 

    𝑅 = [
𝑐𝑜𝑠𝜃
𝑠𝑖𝑛𝜃

 
         −𝑠𝑖𝑛𝜃
           𝑐𝑜𝑠𝜃

]                                                                                                                     (3.7) 

In order to calculate the best alignment angle𝜃, Singular Value Decomposition (SVD) is used 

[55]. The 2x2 covariance matrix of these two shapes is calculated as follows: 

 

Fig. 3.3 Two eye shapes alignment. 
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    𝐶 = 𝑋̌1𝑋̌2
𝑇                                                                                                                                              (3.8) 

The rotation angle 𝜃 is obtained by maximizing the trace of RC matrix. This means that the 

correlation between the two shapes is maximized. The trace is calculated by summation of the 

diagonal elements of RC matrix. The covariance matrix is broken down into three matrices 

𝑈𝑆𝑉𝑇where U and V are two orthogonal matrices and S is a diagonal matrix. The term of 

𝐸 = 𝑅𝑈𝑉𝑇is also an orthogonal matrix. Therefore, maximizing the trace of RC=SE can be 

achieved by enforcing the diagonal elements of E matrix to be 1. Hence, 𝑅 = 𝑉𝑈𝑇and the 

second eye shape 𝑋̌2can be aligned to the first shape 𝑋̌1using Eq. (3.9) as demonstrated in Fig. 

3.3(f). 

    𝑋̀2 = 𝑅𝑋̌2                                                                                                                                               (3.9) 

3.2.2.2. M Eye shapes alignment 

Aligning a set of eye shapes is similar to aligning two shapes with some additional steps. Figure 

3.4(a) shows the normalized M eye shapes that have zero mean and unity scale factor. Figure 

3.4(b) shows the corresponding aligned shapes after removing the differences in rotation. The 

alignment algorithm can be summarized as follows: 

1) Initial stage. 

a) Consider the first eye shape as a reference shape; 

b) Align the remaining M-1 eye shape to the reference shape.  

    The initially aligned M eye shapes are the input data to the next stage. 

2) Iterative stage. 

a) Calculate the mean shape 𝑋̅ of M eye shapes; 

    𝑋̅ =
1

𝑀
∑𝑋̀𝑖

𝑀

𝑖=1

                                                                                                                       (3.10) 
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b) Align the M shapes to the mean shape 𝑋̅; 

c) Repeat steps (a) and (b) until convergence. The convergence is achieved when the 

difference between the previous and current calculated mean eye shapes is smaller 

than a threshold. 

By the end of this step, we obtain M aligned eye shapes as well as the mean eye shape 𝑋̅which 

represents the general and common eye state in the database.  

3.2.3. Eye shape representation in the model space 

The M aligned eye shapes provide significant information on how the eye shape points behave 

among database. For simplicity, Fig. 3.5 highlights this issue particularly for each eye shape 

point using red circles. Each eye shape is a vector consists of 2N =2*16 elements that represent 

the x,y points’ coordinates. Figure 3.6(a) shows an eye shape in x, y Cartesian coordinate system 

using 2N coordinates of N eye shape points. 

On the other hand, each eye shape can be represented as a point in 2N dimensions space as 

demonstrated in Fig. 3.6(b). Figure 3.6(c) shows the M aligned eye shapes represented in 

𝑥𝑗 and 𝑦𝑗  plane. As long as we deal with only eye shapes, the M points are gathered in a very 

narrow/tight cluster namely, eye shape cluster. The factor which governs the distribution of 

these points is only the change of the eye state. Furthermore, the cluster region can be 

considered as the allowable area to generate new shapes that not exist in the set of M aligned 

 

Fig. 3.4 Eye shapes alignment. 
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eye shapes. 

Hence if a point is pinpointed within the region, the corresponding eye shape can be 

obtained by figuring out the point’s projections on the 2N axes. In order to estimate the cluster 

 

Fig. 3.5 Particular distributions of eye shape points. 

 

Fig. 3.6 Eye shape distribution. (a) Eye shape points in x,y Cartesian coordinate system. 

(b) An eye shape represented in point coordinate system. (c) Eye shape cluster. (d) Fitting 

eye shape cluster by a new coordinate system. 
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boundary and analyze the eye shape variation, the eye shape distributions in Fig. 3.6(c) can be 

better described by a new coordinate system that best maximizes the representation of variation 

along its axes as shown in Fig. 3.6(d).  

In the next section, we will explain how to obtain this new coordinate system by using 

Principal Component Analysis (PCA) and the relevant advantages. 

3.2.4. Principal Component Analysis 

PCA is a statistical technique that describes the eye shape variation by creating a new coordinate 

system [56-58]. The bases of this coordinate system are orthogonal and called 

eigenvectors/principal components. Each eigenvector has an eigenvalue which describes the 

represented variance along the eigenvector direction. The eigenvector which possesses the 

largest eigenvalue is called the first eigenvector and indicates the direction of the most variation 

in database. The least variation is described by the second eigenvector, which has the second 

largest eigenvalue, and so forth.  

The PCA strategy can be listed by the following steps: 

1) Subtract the mean eye shape 𝑋̅ (obtained by the alignment operation) from each aligned 

eye shape.  

𝑋̀𝑖 = 𝑋́𝑖 − 𝑋̅ = {(𝑥́𝑖1 − 𝑥̅1),… , (𝑥́𝑖𝑗 − 𝑥̅𝑗)… (𝑥́𝑖𝑁 − 𝑥̅𝑁), (𝑦́𝑖1 − 𝑦̅1), (𝑦́𝑖2 − 𝑦̅2)… (𝑦́𝑖𝑁 −

𝑦̅𝑁)}                                                                                                                                                    (3.11)  

Where 𝑋́𝑖represents the 𝑖𝑡haligned eye shape, 𝑋̅ is the mean eye shape and 𝑋̀𝑖 represents 

the distance vector (deviation) between 𝑋́𝑖 and the mean eye shape. After this step is 

applied for M shapes, the mean eye shape is located at the origin and the M eye shapes are 

distributed around it. 

2) Mathematically, the distance between 𝑋́𝑖 and the mean eye shape is expressed by Eq. 3.12. 
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𝒅𝒊𝒔 = √(𝒙́𝒊𝟏 − 𝒙̅𝟏)
𝟐 + (𝒙́𝒊𝟐 − 𝒙̅𝟐)

𝟐, ……+ (𝒙́𝒊𝑵 − 𝒙̅𝑵)𝟐 + (𝒚́𝒊𝟏 − 𝒚̅𝟏)
𝟐 + (𝒚́𝒊𝟐 − 𝒚̅𝟐)

𝟐 + ⋯…(𝒚́𝒊𝑵 − 𝒚̅𝑵)𝟐 

Or 

    𝑑𝑖𝑠2 = 𝑋́𝑖
𝑇𝑋̅                                                                                                                                (3.12) 

We aim to analysis and model the variations of M points in 2N dimensional space. 

Therefore, deviation notion cannot be used because it measures the variance in one 

dimension. Based on this fact, covariance matrix is used as an equivalent notion in 2N 

dimensional space. Thus, a matrix Φ whose columns contain 𝑋̀1, 𝑋̀2, …… , 𝑋̀𝑀  is 

constructed as follows:  

    Φ = [𝑋̀1, 𝑋̀2, …… , 𝑋̀𝑀] =

[
 
 
 
 
 
 
 
 
 
𝑥̀11  𝑥̀21 ………… 𝑥̀𝑀1

𝑥̀12  𝑥̀22 ………… 𝑥̀𝑀2

.

.
𝑥̀1𝑁   𝑥̀2𝑁 … 𝑥̀𝑖𝑗. 𝑥̀𝑀𝑁

𝑦̀11  𝑦̀21 ……… 𝑦̀𝑀1

.

.

.
𝑦̀1𝑁  𝑦̀2𝑁 ……… 𝑦̀𝑀𝑁 ]

 
 
 
 
 
 
 
 
 

=

                                                    

[
 
 
 
 
 
 
 
 
 
(𝑥11 − 𝑥̅1)(𝑥21 − 𝑥̅1)………… (𝑥𝑀1 − 𝑥̅1)

(𝑥12 − 𝑥̅2)(𝑥22 − 𝑥̅2)………… (𝑥𝑀2 − 𝑥̅2)
.
.

(𝑥1𝑁 − 𝑥̅𝑁)(𝑥2𝑁 − 𝑥̅𝑁)………(𝑥𝑀𝑁 − 𝑥̅𝑁)

(𝑦11 − 𝑦̅1)(𝑦21 − 𝑦̅1)…………(𝑦𝑀1 − 𝑦̅1)
.
.
.

(𝑦1𝑁 − 𝑦̅𝑁)(𝑦2𝑁 − 𝑦̅𝑁)……… (𝑦𝑀𝑁 − 𝑦̅𝑁)]
 
 
 
 
 
 
 
 
 

                    (3.13)          

3) Calculate the covariance matrix C of Φ. 

    𝐶 =
1

𝑀
Φ Φ𝑇                                                                                                                               (3.14) 

Covariance Matrix: it describes the relationship between variables. In other words, it 

describes how each element changes from the mean point with respects to the others. The 

sign of elements is very important because it expresses the variable directions. If an element 
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has a large value with a positive sign, that means the variables which generate this element 

change in one direction. Therefore, they are strongly correlated and the relationship is linear. 

On the other hand, the negative sign with a large value indicates that the variables move in 

opposite directions. Regardless the sign and when the value is small, one variable at least is 

close to the mean point. 

For example, 

    𝐶(2,1) =
1

𝑀
(𝑥̀12𝑥̀11 + 𝑥̀22𝑥̀21 + 𝑥̀32𝑥̀31 + ⋯+ 𝑥̀𝑀2𝑥̀𝑀1)    

where 𝑥́𝑖𝑗is the x coordinate of the 𝑗𝑡h point of 𝑖𝑡haligned eye shape. It is very nicely to 

observe that C(2,1) explains the relationship between 𝑥1  and 𝑥2  coordinates or it 

represents the relationship between the first and second points in x direction over the whole 

aligned eye shapes. Obviously, this element representation can be enriched up as much as 

the number of eye shapes increases.  

4) Covariance matrix 2Nx2N describes the distribution of the M eye shapes in the cluster. 

Therefore, this matrix can be replaced by 2N eigenvectors and 2N eigenvalues 𝜆. 

    𝐶𝐴 = 𝜆𝐴                                                                                                                                       (3.15) 

where 𝜆 is a diagonal matrix and A is a matrix contains the eigenvectors in its columns. 

These eigenvectors are the bases of a new coordinate system that mentioned earlier. 

Eigenvectors classify the variance of the eye state by fitting the eye shape cluster in 2N 

directions. Each eigenvector has an eigenvalue which describes how much the eigenvector 

contributes in representing the total variance. The eigenvectors are arranged in matrix A 

according to their corresponding eigenvalues in descending order. Therefore, the first 

eigenvector in this matrix has the largest eigenvalue and expresses the direction of the most 

variation in the eye shape cluster. The least variation is described by the second eigenvector, 

which has the second largest eigenvalue, and so forth.  
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By the end of this step, the eye shapes are being gathered in the eye shape cluster. The point 

distribution in the cluster is described by covariance matrix. The cluster is fitted by 2N axes 

called principal components by calculating the eigenvectors of the covariance matrix. The 

eigenvectors create a coordinate system called eigenspace. The eigenvalues are also obtained to 

represent the degree of exhibited variation by each principal component. 

3.2.5. Eye shape model 

An eye shape is represented by a point in the eigenspace. The point possesses projections on the 

bases of the eigenspace 𝐵 = 𝑏1, 𝑏2, 𝑏3, … . . 𝑏2𝑁 . Thus, the eye shape can be perfectly 

represented as a linear combination of the principal components using these projections as 

follows: 

    𝑋̀𝑖 = 𝐴𝐵𝑖 ⇒ 𝑋𝑖 = 𝑋̅ + 𝑋́𝑖 = 𝑋̅ +  𝐴𝐵𝑖                                                                                          (3.16) 

It can be observed that the mean eye shape is represented by a point located at the origin of 

eigenspace because its projections have zero values. On the other hand, the projections of a 

point in the eigenspace can be obtained by Eq. (3.17). 

    𝐵𝑖 = 𝐴−1(𝑋𝑖 − 𝑋̅)                                                                                                                            (3.17) 

As the principal components fit the shape cluster in order to maximize the variation, the most 

significant information is carried out by the first few components. This fact is proven by 

descending order of the corresponding eigenvalues. An eigenvalue is related to variance 𝜎 by 

Eq. (3.18). 

    λ𝑖 = 𝜎𝑖
2                                                                                                                                                (3.18) 

Therefore, an eye shape can be approximately reconstructed by the first few components and 

the matrix A is reduced to 𝐴 ́ accordingly as well as Eq. (3.16) becomes: 

    𝑋𝑖 ≈ 𝑋̅ + 𝐴́𝐵𝑖                                                                                                                                     (3.19) 
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The first k eigenvectors are usually kept to explain 95% of variance that exhibited in the aligned 

shapes. The number K of eigenvectors to satisfy this percent is estimated using Eq. (3.20). 

    𝑉 = ∑ λ𝑖

2𝑁

𝑖=1

    ⇒         ∑  λ𝑖 > 𝑃𝑉

𝑘

𝑖=1

                                                                                                (3.20) 

where P is the proportion of the total variation to be kept (95% in our case). 

3.2.5.1. Testing of the eye shape model 

Let us take a moment and think about the eye from the motion perspective. We can deduce that 

the eye shape moves vertically to identify the eye state. By returning to Fig. 3.5, it can be 

observed that the change of distribution at each eye shape point is approximately same. This 

issue is very important to prevent the change of any point to dominate the variance 

representation by the principal components. Thus and by using the M aligned shapes, points’ 

distributions, it is guaranteed that each principle component nearly represents different pattern 

 

Fig. 3.7 Eigenvector behaviors. 
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of changing of the eye shape points.   

The mean eye shape is located at the origin of the eigenspace and it has a zero projection 

vector B. If each element of this vector is changed individually and independently with 

preserving the others at zero, only one eigenvector will contribute in constructing the eye shape 

using Eq. 3.19. Hence, the changing pattern of the eye shape that represented by this 

eigenvector can be discerned. Figure 3.7 demonstrates the first eight eigenvector behaviors in 

the range of ±3√𝜆. One can deduce that the middle shape is the mean shape as well as the 

exhibited variance is reduced as the eigenvector index decreases.  

3.2.5.2. Generalization of the eye shape model 

As mentioned before, the eye shape model must have capability of generalization; it should 

generate new shapes that not exist in the aligned shapes. The distribution of the eye shapes 

creates a volume/cluster that fitted by the eigenspace. This volume is the region of generating 

new shapes. In other words, suppose that the eigenspace is created by the first and second 

eigenvectors, and we have an aligned eye shape that represented by point 𝑞1 in this eigenspace. 

If a new point 𝑞2 is dropped beside 𝑞1 with a slight shift in the positive direction of the first 

eigenvector, this means that the new point represents a legal eye shape with some slight 

difference in the eye state of 𝑞1 as depicted in Fig. 3.8(a). 

The issue arises here is “ how much we can go far to change the position of the dropping 

 

Fig. 3.8 Eye shape in eigenspace. (a) Two eye shapes with different positions. (b) 

Allowable range of eye shape generalization in eigenspace. 
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point inside the eigenspace?” which is equivalent to “ what are the boundaries/limits of the 

volume on each eigenvector?”. As long as the variance 𝜎 exhibited by each eigenvector is 

described by the corresponding eigenvalue, Eq. (3.18), the allowable range can be estimated 

based on Gaussian distribution that “the best representation of data distribution is housed in the 

range of ±3𝜎" [59]. Accordingly, a green region has been created in Fig. 3.8(b) to highlight the 

allowable range of generalization.  

3.2.6. Refining eye shape deformations  

In the previous section, the generalization capability of the eye shape model has been proven. 

This model can be utilized to refine eye shape deformations. Deformations are produced by 

searching on new locations of eye shape points. Suppose that we have an eye shape with some 

deformations as shown in Fig. 3.9. These deformations indicate that the eye shape is not located 

in the allowable range of generalization. Consequently, some of its projections are out of some 

 

Fig. 3.9 Refining operation (correction deformations and enhancing the eye shape). 
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eigenvectors’ boundaries. The simplest approach to correct the wrong projections is to enforce 

their values to be at the eigenvectors’ boundaries. This can be done as follows: 

- The eye shape is projected to the eigenspace using Eq. (3.17) and the corresponding 

projection vector B is obtained. 

- Each element 𝑏𝑡ℎ  in the projection vector is checked individually according to the 

corresponding eigenvalue in the range of ±3√𝜆𝑡ℎ. 

- Based on the element’s sign, each outrange element is shifted to the limit of the allowable 

range. Mathematically,  

If 𝑏𝑖 > +3√𝜆𝑖 then 𝑏𝑖 = +3√𝜆𝑖 , 

else, if 𝑏𝑖 < −3√𝜆𝑖 then 𝑏𝑖 = −3√𝜆𝑖. 

- By using Eq. (3.18) and the modified projection vector, the eye shape is reconstructed with 

much less deformations as illustrated in Fig. 3.9.  

Obviously, the perfect shape can be obtained by shifting the element inside the allowable 

range. This procedure is achieved by the searching operation iteratively as detailed in the next 

section.   

At the end of this step, the eye shape model has been created using the aligned eye shapes, mean 

eye shape which represents the general eye state has been obtained and the capability of the 

model’s in refining deformations and generalizing new eye shape have been checked. 

3.3. Modeling pixel values 

After modeling eye shape variations, the change of pixel values around the eye contour must be 

modeled. Any region can be considered and studied. Let us take a moment and focus on an eye 

image such as the one shown in Fig. 3.10(a). The eye contour is the boundary between flesh and 

eyeball. Any point on this boundary can be considered as an exact eye shape point. 
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 The existence of eyelids makes a sharp feature of the eye contour to characterize the eye 

shape points. As long as the eyelids move vertically, any point on the upper part of the eye 

contour has some pixels to represent flesh, some pixels to represent upper eyelid and some pixel 

to represent eyeball and vice-versa for the lower part of the eye contour. The two eye corners 

can be detected horizontally and it has no pixels to represent eyelids. Based on this 

characterization and from a simple point of view, four patters of pixel values can be taken into 

account; two patterns for left and right eye corners; respectively and two patters for upper and 

lower eyelids; respectively.  

On the other hand, two factors can affect the above characterization in order to represent 

eyeball pixels; the thickness of eyelids and the iris/pupil location. Therefore, it is better and less 

risky to create a pixel value model for each eye shape point instead of using only four models. 

Furthermore, the eye images in database must be selected carefully to contain as various states 

 

Fig. 3.10 Pixel value modeling. (a) Eye image. (b) Pixel profile extracting. (c) Collecting 

pixel profiles of the second point over M images. (d) Collected profiles and corresponding 

mean profile. 
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of these two factors as possible. 

Based on the previous discussion, ASM was designed to model the pixel values along a 

line passing through an eye shape point in the vertical direction and perpendicular to a line that 

connects the following and former points as demonstrated in Fig. 3.10(b). This procedure is 

called mapping strategy. Figure 3.10(c) summarizes this strategy in order to model the pixel 

values at the second labeled eye shape point using eye images in database. This operation can be 

described generally for any point as follows: 

For 𝑖𝑡h eye shape point; 

1) For 𝑗𝑡heye image in database; 

a) Move the pixel values that are taken according to the mapping strategy into a vector g, 

namely profile vector as shown in Fig. 3.10(d). 

𝑔𝑖𝑗 = (𝐼1, 𝐼2, … 𝐼𝑙 , … 𝐼𝑧)                                                     

where 𝑔𝑖𝑗 is a 1-D profile of 𝑖𝑡ℎpoint in 𝑗𝑡ℎeye image, 𝐼𝑙is the intensity value of 

𝑙𝑡ℎpixel and z is a fixed number of pixels. 

2) The M profile vectors of 𝑖𝑡h eye shape point are gathered in a matrix 𝐺𝑖 and averaged to 

obtain the mean profile vector 𝑔̅𝑖  as shown in Fig. 3.10(d). 

            𝑔̅𝑖 =
1

𝑀
∑𝑔𝑗

𝑀

𝑗=1

                                                                                                                            (3.21) 

   The mean profile vector 𝑔̅𝑖 is considered as a common descriptor of the pixel values 

around 𝑖𝑡h eye shape point.  

3) A covariance matrix 𝐶𝐺𝑖 of the M profile vectors is calculated using the corresponding 

mean profile vector.   

    𝐶𝐺𝑖 =
1

𝑀
𝐺𝑖𝐺𝑖

𝑇                                                                                                                                     (3.22) 

These procedures are applied for N eye shape points. By the end of this step, each eye shape has 
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a mean profile vector to describe the common pixel values and a covariance matrix to express 

the change of pixel values in the corresponding profile vectors. 

 

By the end of the training stage, mean eye shape is obtained to describe the common/ general 

eye state, an eye shape model is created to represent the change of the eye shape, N mean profile 

vectors are constructed to describe the common/general pixel values at the eye shape points 

according to the mapping strategy and N covariance matrices are calculated to represent the 

change of pixel values at the eye shape points. 

3.4. Detection stage 

ASM can be used either for static or real time applications. The aim of this stage is to detect the 

eye contour in a testing eye image based on the models that created in the training stage. Before 

we go deeper, we want to refer that the next section explains the detection operation ideally 

 

Fig. 3.11 ASM detection stage. (a) Testing eye image. (b) Fitting initial estimation. (c) 

Searching operation. (d) Searched eye shape. (e) Enhancing deformations. (f) 

Convergence condition checking. (g) Detected eye shape. 
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without mentioning on problems that could be faced. 

3.4.1. Eye shape detection 

ASM uses an iterative strategy to search on the eye contour. Figure 3.11 illustrates the detection 

stage by a simple flowchart. The flowchart consists of blocks that highlight the particular 

operations. These operations are detailed in the following steps: 

First, a testing image is presented to the algorithm as shown in Fig. 3.11(a). The eye 

contour is the target that the eye shape points must be located at. 

- ASM uses the mean eye shape as an initial estimation of the eye contour in the testing 

image. The mean eye shape is located at the origin of the eigenspace and has fixed shape 

parameters. The mean shape can be generated using the eye shape model by substituting a 

zero projection vector B in Eq. (3.16). Figure 3.11(b) shows the testing eye image is fitted 

by the mean shape.  

- In the next step, ASM tries to update the locations of mean eye shape points by searching on 

the eye contour. ASM searches on the eye contour based on the mapping strategy. Figure 

3.11(c) shows a searching line created at 2
nd

 shape point. The covered pixels by this line are 

contained in a vector 𝑔 which is v dimensions vector, v>>z. Using the 2
nd

 mean profile 𝑔̅2 

and the second covariance matrix 𝐶𝐺2, ASM searches in this vector on a segment 𝑔𝑢 (𝑔𝑢is 

1xz vector) that its pixel values minimizes Eq. (3.23). The location u of this segment is 

expected to be at the eye contour (exact eye shape point) or close to it.   

    ℱ2(𝑔𝑢) = (𝑔𝑢 − 𝑔̅2)
𝑇𝐺2

−1(𝑔𝑢 − 𝑔̅2)                                                                                   (3.23) 

By applying this procedures on each eye shape point with taking into account the use of 

corresponding mean profile and covariance matrix, the locations of eye shape points are 

updated and a modified eye shape is obtained as shown in Fig. 3.11(d). 
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- The modified eye shape is expected to have deformations because of many factors that 

influence the searching operation such as different lighting conditions and eye states. 

Intuitively, the eye shape model will be used to refine these deformations by checking the 

elements of the projection vector of the modified eye shape as explained in section 3.2.6. 

- The last step in ASM strategy is to check the convergence condition. If it is not satisfied, the 

corrected projection vector is used to generate the corresponding eye shape using Eq. (3.19). 

The generated shape is fitted to the testing eye image and a new cycle of searching 

operation is conducted as shown in Fig. 3.11(f), flowchart. 

The above steps are repeated until the convergence condition is satisfied and the last modified 

eye shape is considered as the detected eye shape in the testing eye image. Therefore, it is 

considered as the exact eye shape as illustrated in Fig. 3.11(g).  

3.5. History of developments 

At the first implementation, ASM was incapable to process the shapes of grayscale objects. The 

object is transformed into a binary image by passing a filter over the gray image and then ASM 

is run to search on the object boundary. Due to the strong interest in detecting various object 

shapes, the dealing with grayscale objects has been imposed. Therefore, many approaches have 

been proposed to improve the ASM performance in gray image domain [60-66].  

Cootes has used a local gray-level pyramid in order to increase the robustness of the 

searching operation against illumination changes [60]. The idea is inspired by the human visual 

system. The brain creates a primed of the scene being seen in order to facilitate the object 

interpretation, recognition and other operations as detailed in chapter 2. Therefore, Cootes tried 

to process the objects level by level starting from the image which has less details and 

resolution. This image gives significant information on the object edge. Thus, it is the most 
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appropriate domain for initiating the searching operation. The same procedures of calculating 

mean profile vector and covariance matrix are applied for each eye shape point in the gray level 

pyramid. More simply, if the pyramid is created with four levels, an eye shape point at the end 

of modeling operation will have four mean vector profiles and four covariance matrices.  

In detection stage, searching operation is modified by creating a gray level pyramid on the 

testing image. The searching operation is applied on the testing image in the first level of 

pyramid that shows less information using the first level of covariance matrices and mean 

vector profiles of the N eye shape points. The searching operation is raised up and applied on 

the second level using the results of first level and so on. 

Sukno and et al. [61] has proposed an approach in the same direction of enhancing the 

searching operation and representing the pixel values at the eye shape points. They used a 

non-linear classifier to label the shape points near the object boundary. The advantage is that the 

classifier makes the description of pixel values around the shape points invariant to rigid 

transformation. Baram and et al. [62] have employed K-Nearest Neighbor (KNN) to search on 

the segment in the searching line that best matches the mean profile vector. Mahoor and et al. 

[63] have incorporated RGB color information for localizing eyes and mouth in face images. 

Moreover, the color information is also used in pixel modeling at shape points. Log-Gabor 

features have been used to describe the local 1D texture at the eye shape points [64]. Gabor 

wavelet transformation can be used to extract the 2D features of shape points because its 

coefficients contain rich local-texture information [65].  

3.6. Problem statements 

The improvement approaches in the previous section can be classified according to three 

strategies; enhancing the description of texture around eye shape points like using Log-Gabor 
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features, enhancing the matching measure process in order to determine the new location of 

shape points like using KNN and changing the mechanism of searching operation like building 

gray level pyramid. An extra strategy that rarely discussed in literature is enhancing the initial 

estimation of eye shape parameters [66]. 

Based on the detection stage explanation, it can be deduced that initial estimation and 

searching operation are the most important issues to be considered in enhancing ASM 

performance. Initial estimation of the eye shape affects the behavior of searching operation and 

number of iterations. If the initial shape was very close to the eye contour, searching operation 

would just become a tuning process for shifting points smoothly. Consequently, the number of 

iterations consumed in searching operation can be significantly decreased.  

On the other hand, the searching operation is used iteratively to detect the exact eye shape 

under different lighting conditions and eye states. It must be robust to prop the decision of the 

initial estimation in the first iteration and to smoothly process the modifications of the eye shape 

in next iterations. Moreover, the initial estimation may not be appropriate for some complex eye 

states. Thus, the aim is to determine the path to the eye contour when the eye shape is badly 

initialized. Otherwise, detection operation ends up with shrinking the eye shape into a point or 

expanding it out of the image or running in an infinite loop.  

ASM uses mean eye shape as an initial estimation of the eye shape for any testing image. 

The mean eye shape represents one eye state at fixed scale factor, rotation angle and translation. 

On the other hand, ASM uses only mean profile vectors to modify the locations of eye shape 

points. Figure 3.10(d) shows a 1-D profile which lies in one direction. Obviously, it does not 

provide significant information on the texture variation at the shape points. Morever, the few 

contained pixels make ASM incapable to detect the eye shape under various lighting conditions.  
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Figures 3.12(a,b) show a set of testing eye images fitted by the mean eye shape. Each eye 

image highlights different conditions. The eye in the first image is approximately straight 

without rotation angle. Eye is slightly rotated in the second image with wide opening angle. The 

third image represents the normal condition of the eye with a distance from the camera 

(different scale) and a considerable rotation angle. The eye is nearly closed with a considerable 

rotation angle in the fourth image. Figure 3.12(c) illustrates the consequences of running the 

standard ASM to detect the exact eye shape. 

In the first image, a translation in Y direction occurs. The upper eyelid is very close from 

the lower eyelid. Therefore, the searching operation is not able to discriminate the correct 

location of lower and upper eyelids. The second image shows the left upper points are attracted 

to the eyebrow because the initial estimation was very close to the eyebrow as well as the 

searching operation did not recognize the upper eyelid and the eyebrow. In the third image, 

because of large difference in rotation and the eye has a smaller scale factor than the mean eye 

shape, the most of searching lines do not house the eye contour. The fourth image can be 

 

Fig. 3.12 Consequences of bad initial estimations. (a) Testing eye images. (b) Fitting the 

mean eye shape as initial estimations. (c) Detected eye shapes.  
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considered as a complex case that combines the whole conditions in the previous three cases to 

shrink left the eye shape into a smaller shape. 

In the next section, we improve the ASM performance by enhancing the initial estimation 

of the fitting operation as well as a robust searching operation is introduced.  

3.7. Improved Active Shape Model 

The ASM operations have been ideally explained in section 3.4.1. In fact, ASM has low 

capabilities to deal with various eye profiles due to many problems such as the different lighting 

conditions, scales, textures and positions. These problems may lead ASM to fail in detecting the 

eye shape. Moreover, there are many issues must be taken into consideration in real time 

processing such as the accuracy and time consumption.  

3.7.1. Improved initial estimation and shape parameters 

ASM uses the mean eye shape as an initial estimation of the eye contour in testing images. The 

mean eye shape has fixed parameters. Therefore, ASM is said to be a blind operation because it 

has no prior knowledge of where the eye lies or what are the translation, rotation angle, scale or 

eye state conditions. In order to give ASM more flexibility to deal with complicated eye states 

and to initialize a good estimation of eye profile parameters, object recognition based-PCA is 

employed to understand the topological eye structure using the eye image database [67]. Based 

on this understanding, an appropriate eye shape is initially selected and fitted in the testing 

images.  
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Suppose that the eye image database contains 9 eye images as shown in Fig. 3.13(a). 

Figure 3.13(b) shows the corresponding manually labeled eye shapes. Figure 3.13(c) shows a 

testing eye image 𝛤𝑢𝑛𝑘𝑛𝑜𝑤𝑛. Object recognition tries to find an image 𝛤𝑖 in database that best 

matches the topological structure of the eye in 𝛤𝑢𝑛𝑘𝑛𝑜𝑤𝑛 as enclosed by a red rectangle in Fig. 

3.13(b). The eye shape of  𝛤𝑖 is then fitted as the initial estimation of the eye contour in 

𝛤𝑢𝑛𝑘𝑛𝑜𝑤𝑛 as illustrated by the red shape in Fig. 3.13(c). 

3.7.1.1. Object Recognition 

Object recognition has become an important application in image processing [68-70]. It is being 

involved to achieve many tasks such as security systems, credit card verification and criminal 

identification systems. There are many proposed techniques for object recognition. In this 

research, we consider PCA as the key point to achieve this task due to its powerful capabilities 

such as data reduction, high accuracy and simple implementation [71].  

Generally, object recognition is a technique that compares an image with those in database. 

Thus, the comparison between two images of the same object is an essential problem that must 

be solved for several issues:  

 

Fig. 3.13 Initial estimation enhancement. (a) Eye database. (b) Manually labeled eye 

shapes. (c) Initial estimation of eye shape based object recognition.  
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-The objects can be captured at various conditions such as lighting, rotational, scale, 

position…etc.  

-Comparison must be done with low time consumption and high accuracy. 

In this section, PCA is approximately described in the same context of section 3.2.4 with 

respect to the image domain not to the shape domain. Therefore, the M eye images in database 

are converted into vectors by concatenating each row with the previous one.  

    𝛤𝑖 = (𝐼00𝑖, 𝐼01𝑖, … , 𝐼𝑗𝑘𝑖, … , 𝐼0𝑛𝑖, 𝐼10𝑖, …… . , 𝐼𝑚𝑛𝑖)
𝑇                                                                      (3.24) 

where 𝛤𝑖 is the vector of 𝑖𝑡ℎeye image in database, 𝐼𝑗𝑘is the pixel value at 𝑗𝑡ℎrow and 𝑘𝑡ℎ 

column, m is the number of rows (height) and n is the number of columns (width) .    

As the database contains eye images only, we expect that they form a narrow cluster in the 

image domain as demonstrated in Fig. 3.14(a). An eye image is represented by a point in nxm 

dimensions space. This point moves within the cluster according to the change of a few eye 

parameters such as eye state, scale, rotation, pupil location…etc. Based on this fact, the major 

and minor axes of the cluster describe different patterns of the change of eye parameters. 

Consequently, some of these patterns can be utilized to identify the state of the eye in testing 

 

Fig. 3.14 Eye image cluster. (a) Eye images in image domain (pixel domain). (b) Eye 

images in eigeneye space.  
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images. PCA is utilized to describe the patterns by fitting the cluster by a set of eigenvectors in 

directions of the maximum variation as shown in Fig. 3.14(b). 

The mean eye image 𝛤̅ of the M eye images is then calculated. 

    𝛤̅ =
1

𝑀
∑𝛤𝑖                                                                                                                                        (3.25)

𝑀

𝑖=1

 

The mean eye image is subtracted from each eye image in the database and the M vectors are 

contained in a matrix 𝜙. The covariance matrix CI is then calculated.  

    𝐶𝐼 =
1

𝑀
𝜙𝜙𝑇                                                                                                                                       (3.26) 

The covariance matrix provides a significant representation of how each pixel value varies with 

respect to the other pixels changes. In order to discern patterns of these changes, the 

eigenvectors of the covariance matrix 𝐶𝐼 are computed.  

    𝐶𝐼𝛬 = 𝜇𝛬                                                                                                                                            (3.27) 

The obtained eigenvectors are called eigeneye vectors and arranged in a matrix 𝛬 according to 

their corresponding eigenvalues 𝜇 in descending order (from largest to lowest). 

One issue can be highlighted here is that as long as 𝜙 is a matrix consists of M rows and 

nxm columns, the dimension of the covariance matrix is very huge, nmxnm, and the 

corresponding eigenvectors may not be computed .  

The covariance matrix is calculated using Eq. (3.26). On the other hand, 𝐶𝐼𝐼 =
1

𝑀
𝜙𝑇𝜙 is 

a matrix with MxM elements and it has M eigenvectors calculated by 𝐶𝐼𝐼𝜔 = 𝜈𝜔. Multiplying 

both sides by 𝜙 we obtain, 
1

𝑀
𝜙𝜙𝑇𝜙𝜔 = 𝜈𝜙𝜔. Comparting this equation with Eq. (3.26), we 

deduce that 𝛬 = 𝜙𝜔 and 𝜈 = 𝜇. Accordingly, 𝐶𝐼𝐼 is firstly computed with the corresponding 

eigenvectors then 𝛬 can be consequently calculated.  

Each eye image 𝛤𝑖   in database can be constructed by a linear combination of the 
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eigeneyes as shown in Fig. 3.15. 

    𝛤𝑖 = 𝛤̅ + 𝛬ℬ𝑖                                                                                                                                      (3.28) 

where ℬ𝑖 = 𝔟1, 𝔟2, 𝔟3, … , 𝔟𝑀 is the projection vector which determines the position of the eye 

image in the eigenspace as it is represented by a point. The position (projection vector) of an eye 

image in the eigenspace can be obtained by Eq. (3.29). 

    ℬ𝑖 = (𝛤𝑖 − 𝛤̅)𝛬−1                                                                                                                              (3.29) 

It can be observed that the mean eye image and eigeneyes are fixed. Therefore, the 

projection vector can be considered as the image representation in the eigenspace instead of 

thousands of pixels. By using Eq. (3.29), each eye image in the database is projected into the 

eigenspace and the corresponding projection vector is obtained. The M projection vectors are 

stored in a new database called Object recognition database 𝜓 as flowcharted in Fig. 3.16. 

    𝜓 = ℬ1, ℬ2, ℬ3, … , ℬ𝑀 

3.7.1.2. Understanding eye topological structure 

 

Fig. 3.16 Eye image reconstruction.  

 

Fig. 3.15 Object recognition based PCA.  
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PCA is employed to understand the topological structure of the eye rather than to recognize a 

specific person [71]. The eye images in database are carefully chosen to accomplish as various 

scales, rotations eye states as possible. These parameters are expected to dominate the first few 

eigeneyes. Figure 3.17 proves this fact by showing in each row, the first, intermediate and last 

four eigeneyes; respectively. The first eigeneyes with largest eigenvalues contain information 

relative to the eye structure. These vectors are useful in understanding the eye structure. 

Eigenvectors with intermediate eigenvalues illustrate information that common to particular eye 

components such as pupil location and eye corners. Therefore, they can be used to give initial 

positions of these components. The last eigeneyes have smallest eigenvalues, represent the noise 

patterns in database and can be used to smooth the eye texture.  

Obviously, the most significant information to understand the eye topological structure is 

encoded in the first eigeneyes. These eigeneyes are contained in a new matrix 𝛬́. An eye image 

can be approximately reconstructed using this condensed matrix using Eq. (3.30). Consequently, 

the projection vector ℬ́𝑖  of an eye image 𝛤𝑖 is reduced to only few elements. The elements 

describe the most significant information on the eye structure and hence a condensed new object 

recognition database 𝜓́ is obtained as well. 

 

Fig. 3.17 Object recognition based PCA.  
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    𝛤𝑖 ≈ 𝛤̅ + 𝛬́ℬ́𝑖                                                                                                                                      (3.30) 

where ℬ́𝑖 = 𝔟́1, 𝔟́2, 𝔟́3, … , 𝔟́𝐾; 𝐾 ≪ 𝑀 is the condensed projection vector which consist of few 

elements that represent the projections on the first few eigeneyes in 𝛬́. Accordingly, time 

consumption of comparing two eye images is significantly reduced. 

Based on the previous explanation, in detection stage and once a testing image is presented, 

the improved ASM projects it into the condensed eigenspace and the corresponding projection 

vector is obtained. The projection vector is compared with those in the object recognition 

database 𝜓́ in order to search on an image that best matches the topological structure of the eye 

in the testing image. As long as the eye shapes of the images in database are known and 

manually labeled, the eye shape of the closest image is considered as the initial estimation to be 

fitted to the testing image.  

Figure 3.18(a) shows a set of images that have been used in Fig. 3.12. Some images from 

the database are found to best match the topological structures using PCA as illustrated in Fig. 

3.18(b). The eye shapes of these images are considered as initial estimations as shown in Fig. 

3.18(c). 

 

Fig. 3.18 Improved initial estimation. (a) Testing images. (b) Eye structure 

understanding by PCA (c) Fitting testing images by initial estimations suggested by 

PCA.  
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3.7.2. Improved searching operation 

The robustness of searching operation determines the number of iterations as well as the 

accuracy of ASM. ASM uses mean profile vectors to estimate the displacements of eye shape 

points. This weakens the performance of ASM against the change of lighting conditions, eye 

state and shape parameters. 

In the improved ASM, we extend the description of the local structure at eye shape points 

to sub-images. A sub-image lies in two directions and outnumbers the pixels in a mean profile 

vector. Therefore, it provides significant information and increases the robustness of searching 

operation.  

In training stage, we follow the same mapping strategy of the standard ASM to model 

pixel values around a shape point. The difference is that a sub-image is taken instead of a profile 

vector as shown in Fig. 3.19. The mean sub-image is also calculated over the M collected 

sub-images of each eye shape point. By the end of this step, if the eye shape is represented by N 

points and there are M eye images in the database, each eye shape point has a set of M 

sub-images and a mean sub-image. 

In detection stage, we also follow the same strategy of creating searching lines. A 

sub-image along the searching direction that best matches the mean sub-image is considered as 

 

Fig. 3.19 The sub-images collected for the first eye shape point (eye corner).  
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the target and its location is the new location of the processed eye shape point. 

The sub-image approach imposes the following three conditions: 

- The searching operation must be able to measure the similarity between sub-images along a 

searching line and the collected sub-images for each shape point. This property ensures 

distinguishing the eye contour from the skin, eyeball and eyebrow.  

- Searching operation must have an ability of generalization. Generalization means that the 

searching operation can predict/detect the target sub-image (location) even if it is not 

presented by the collected sub-images in the training stage. This property provides more 

flexibility to deal with various eye profiles and lighting conditions. 

- Searching operation must be achieved very fast as less time consumption as possible. 

According to the sub-image approach, for each shape point, the mean sub-image will be 

compared with sub-images taken along the searching line. This means in each searching 

step, two sub-images will be compared. 

In order to satisfy the above conditions in training stage, PCA is used to model the 

variation of pixel values that are exhibited in the collected sub-images. According to the same 

procedures explained in section 3.7.1.1, for 𝑖𝑡ℎ  eye shape point, a covariance matrix is 

calculated using the corresponding M collected sub-images and mean sub-image. The 

eigenvectors and eigenvalues of the covariance matrix are computed. The first few eigenvectors 

which have the largest eigenvalues are taken to describe the variation of the local structure 

(pixel values) around the 𝑖𝑡ℎ processed point. These eigenvectors create an eigenspace called 

eigensub-image space of 𝑖𝑡ℎ point. 

 By the end of this step, each eye shape point has a mean sub-image and an 

eigensub-image space. 



  
 

      | Eye Shape Detection Using Active Shape Model 63 

 

In detection stage: time consumption is sharply reduced because a sub-image is 

represented in an eigen sub-image space by the corresponding projection vector. The projection 

vector consists of a few elements. On the other hand, generalization is guaranteed by the 

elliptical distribution that formed by the first few eigenvectors (eigensub-image). Any 

sub-image belongs to this ellipse can be considered as a new representation of the 𝑖𝑡ℎ point’s 

local structure. Moreover, distinguishing the eye contour from skin, eyeball and eyebrow is 

achieved inside the eigensub-image space by measuring the distance between the projection 

vectors of the mean sub-image and those of the sub-images along the searching line. The 

location of the sub-image that best matches the mean sub-image is considered as the new 

 

Fig. 3.21 Improved ASM structure.  

 

Fig. 3.20 Detected eye shapes.  
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location of the 𝑖𝑡ℎ point.  

Figure 3.20 shows the detected eye shapes based on the improved estimation and improved 

searching operation. 

Finally, the improved ASM flowchart is modified to represent all operation as shown in Fig. 

3.21. 

3.8. Experimental results and configurations 

3.8.1. Setup 

The improved and standard ASMs have been implemented in Visual Studio C++ 2008 

environment, CPU quad-core processor 2.4 GHz. Since the aim is to detect the eye shape in an 

eye image, we used an eye detection technique based on Haar-Like Feature method to obtain the 

eye images [72].  

The number of collected eye images for the experiments is 150; M=100 images are used for 

eye database and 50 testing images are used for evaluating the performance of the standard and 

improved ASMs. The eye images are resized into 130x130. The exact eye shapes of 150 images 

have been labeled manually using N=16 points. Two points, 1
st
 and 9

th
, represent the eye corners 

and the remaining points are equally divided to represent the upper and lower eyelids. The 

images in database are carefully selected to satisfy two conditions.  

1) Slight differences in rotation, scale, translation and eye states (nearly closed, open and 

in-between) to strong up the initial estimate decision. 

2) The images are taken under different lighting conditions to make the searching operation 

more effective using sub-images strategy. 

The geometrical structure of the eye is analyzed by the first seven eigeneyes of the 
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matrix 𝛬. These eigeneyes creates the eigeneye space and describe 85% of the variation. 

Consequently, an eye image is represented by only seven elements that contained in the 

projection vector. For the standard ASM, at each shape point, a profile vector is taken 

containing seven pixels. The length of a searching line is 20 pixels. 

Equation (3.31) is used to measure the best correlation between two projection vectors 

𝐵1 and 𝐵2 either in eigeneye space or eigensub-image space. 

    𝐶𝑟𝑟 =
𝐵1. 𝐵2

|𝐵1||𝐵2|
                                                                                                                                  (3.31) 

Equation (3.32) is used to measure the match error Mrr between a manually labeled eye 

shape, exact shape, 𝑋1 of a testing image and the detected eye shape 𝑋2 by the standard or 

improved ASM. Finally, each method converges when the difference between the eye shapes of 

last two iterations is less than α=0.005. 

    𝑀𝑟𝑟% = [1 −
𝑋1. 𝑋2

|𝑋1||𝑋2|
] ∗ 100                                                                                                      (3.32) 
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3.8.2. Experimental Results  

Figure 3.22 shows time consumption as a function of the number of eye images in database. 

PCA consumes time to recognize and understand the geometrical structure of the eye in a testing 

image. The relationship is linear because the eye images are represented by a fixed number of 

eigenvectors. 

Figure 3.23 illustrates the relationship between the number of iterations and the match error. 

The curves demonstrate the development of the eye shape during the searching operation. The 

 

Fig. 3.23 The relationship between match error and number of iterations.  

 

Fig. 3.22 The relationship between time of recognition and number of images in 

database.  
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beginning of each curve highlights the match error of the initial eye shape estimation. The 

ending points represent the match error of the detected eye shape.  

Figure 3.24 represents the change of the match error with respect to the detection time. The 

curves can be utilized to evaluate the behavior of searching operation. The curve of the 

proposed method starts after around 10 msec that consumed by recognition operation. 

3.8.3. Discussion 

PCA is usually used for object recognition, especially for recognizing human faces [71]. In the 

improved ASM, PCA is employed for discriminating the eye profile at different parameters. Eye 

is surrounded by skin whereas human face is surrounded with various backgrounds. Therefore, 

the change of the eye profile is the dominant feature in the first few eigenvectors whereas in a 

face image, there are many features (nose, hair, two eyes states, background…,etc) that may 

dominate the first eigenvectors behavior frequently. Thus, we said earlier that PCA is used to 

understand the geometrical structure of the eye instead of recognizing the eye of a specific 

person.  

In the proposed method, the initial estimation becomes more robust to process the change 

 

Fig. 3.24 The relationship between match error and time consumption.  



  
 

      | Eye Shape Detection Using Active Shape Model 68 

 

of the eye structure. According to the conducted experiments, 100 eye shapes have been used as 

a training set. These eye shapes have different parameters (scale, rotation, translation and eye 

state). Based on object recognition and according to the eye profile in the testing image, one of 

these shapes is used as an initial estimate instead of always using the mean eye shape.  

From another point of view, Fig. 3.22 shows that PCA consumes time to understand the eye 

geometrical structure. Thus, increasing the number of eye images in database must be taken into 

account especially in real time process such as tracking the eye shape in a sequence of images. 

100 eye images consumes around 10msec which not affect the real time system comparing to 

the advantages gained by the improved initial estimation. Figure 3.23 proves this point by 

showing a big difference in the match error at the beginning of the curves. The standard ASM 

consumes a number of iterations to reach the initial match error of the improved ASM. This 

reflects significantly on time consumption as shown in Fig. 3.24.  

The sub-image approach is used to reduce the number of iterations and increase the 

accuracy of the detected eye shape. The 1-D mean profile vector that used by the standard ASM 

consists of 7 pixels and the number of pixels in a sub-image is 7x7 pixels. The sub-images are 

represented by only 7 projections in the eigenvector space. This means that the consumed time 

in detecting the new location of an eye shape point in both methods is same. On the other hand, 

two advantages are gained by using the improved searching operation. First, the sub image 

contains a larger number of pixels. Second, the correlation measurement is more robust in the 

eigenvector space. Figure 3.24 highlights that the searching operation becomes smoother and 

more stable compared to the standard ASM. Consequently, time consumption is reduced and 

high accuracy is achieved.  

One may ask why an eigensub-image space is created for each eye shape point instead of 

one eigenspace for all points? Each eye shape point possesses a specific pattern of sub-images. 
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Logically and according to the conducted experiments, an eigenvector space tend to house a 

cluster such as that in Fig. 3.14(a). If sub-images of all eye shape points are combined to create 

one eigenspace, the tight elliptical distribution of the corresponding cluster is vanished and a 

random sphere is obtained. Consequently, non-linearity is increased and PCA loses the 

generalization property. On the other hand, an eye shape point possesses approximately the 

same local structure in the corresponding collected M sub-image. We expect that this makes 

somehow lighting condition dominate the eigensub-image spaces. Thus, ASM has a stable 

performance against the change of luminance.   

     Eye corner locations play the main role to determine the rotation angle of the eye shape 

whereas the other shape points can be thought of as the factors to describe the eye state, scale 

and translation. This little arrangement has showed a significant change in the ASM 

performance. Therefore in searching strategy, we search first on eye shape points that represent 

eyelids. Based on the new locations of these points, the eye corners are searched on. 

3.9. Conclusion  

In this chapter, the principles of implementing ASM have been detailed theoretically and 

mathematically. Two models of eye shape and change of pixel values have been constructed. 

The problems of the standard ASM have been highlighted with the corresponding consequences 

on accuracy and time consumption. 

In the improved ASM, two approaches have been suggested for enhancing initial 

estimation of the eye shape in terms of eye state and shape parameters (scale, rotation and 

translation), and for enhancing searching operation in terms of dealing with different lighting 

conditions and discriminating the eye contour out of eyeball, eyebrow and flesh.  

The initial estimation is enhanced by using object recognition to understand the topological 
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structure of the eye in a testing image. Based on the understanding, an eye image in the database 

is chosen as the best match of the topological eye structure. Accordingly, the eye shape of the 

chosen image should match closely the state and shape parameters of the eye in the testing 

image. Thus if the database contains M eye images, M manually labeled eye shapes are known 

and one of them will be suggested as an initial estimation instead of using the mean eye shape 

with fixed eye state and shape parameters. 

The searching operation is enhanced by using the sub-image approach. The sub-image 

provides significant information on local structure and lighting condition of eye shape points. 

Measuring the correlation between sub-images in eigensub-image space has increased the 

robustness of determining the new location of points. 

According to experimental results, the accuracy of the initial estimation has been increased 

around 50% compared to the standard ASM. The number of iterations has been decreased 

efficiently and consequently the detection time has been reduced to around 60 msec whereas the 

standard ASM needs more than 200 msec to reach the same level of accuracy.  

Finally, we want highly to mention that the use of PCA was the essence of improvements 

whether in initial estimation or updating the locations of the eye shape points. Moreover, it is 

good to summarize the PCA advantages yielded in this chapter. 

- In the eye shape modeling: PCA is used to model the change of the labeled eye shapes. Each 

principal component represents a pattern of this change. The eye shape model has a simple 

equation to describe these patterns, Eq. (3.19). By using this equation, new eye shapes can 

be generated easily. Therefore, the eye shape model can be used to refine these 

deformations.  

- In the eye structure understanding: PCA is applied in image domain to demonstrate a 

manifold on the change of eye state and shape parameters. By carefully selecting the eye 
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images in database, the first principal components have been enforced to explain different 

patterns of the eye structure. Therefore, the eigeneye space represents different eye structure 

pattern in each particular position and a testing eye image can be evaluated based on its 

position in this space. 

- In updating locations of eye shape points: PCA is employed to measure the 

similarity/correlation between two sub-images. The eigensub-image space represents in its 

volume the changes of lighting condition and local structure around the eye shape point. On 

the other hand, the representation of a sub-image was reduced to be same as the mean 

profile (seven elements of projection vector for sub-image and seven pixel values for mean 

profile). This is because of the powerful feature of PCA in data reduction with preserving 

the most significant information. 
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Chapter 4 

4. Eye Shape Detection Based on Eye 

properties in Log-Polar Domain and Color 

Interpretation in Eigenspace 

4.1. General 

The improved ASM has increased the accuracy and reduced the time consumption. However, 

dealing with complex eye state is still a problem. A suggested solution is to increase the number 

of images in database to represent more different eye states. This leads to increase the 

recognition time accordingly. In order to reduce the number of images for representing 

particularly an eye state and increase the verity of describing different eye states in the database, 

the pupil is approximately filtered out. Thus, the eye structure dominates the first eigenvectors 

more efficiently. However, this solution imposes a very precise selection of images in database. 

Therefore, different scales, translations, eye states and rotation angles are still common 

problems to be dealt in real time applications.  

In addition, the improved searching operation based sub-image has increased the 

robustness of ASM to deal with different lighting conditions. On the other hand, the 

performance is negatively influenced when the change of lighting occurs far from the middle 

range of brightness. In order to overcome this problem, ASM can be charged with various 

lighting condition databases. Based on lighting in a testing image, a database will be selected 
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and corresponding eigenvectors of object recognition and sub-images will be used to detect the 

eye shape.    

An important issue that affects considerably on searching operation is the length of 

searching lines. Two contradicting requirements must be taken into account; the searching line 

should be long enough to house the target point as shown in Fig. 3.11(c). On the other hand, 

searching line should be short to reduce the searching time. If it is long and the target point is 

close to the current point position, it will be more probable to move far away and miss the target 

point. 

The existence of the eyebrow affects negatively the ASM performance as well as it must be 

taken seriously into consideration in implementing any eye shape detection technique. The 

eyebrow possesses the same local structure of the eyelids. Therefore, the eye shape points could 

be attracted to the eyebrow instead of the upper eyelid. Moreover, the eyebrow may attract 

whole shape points if the initial estimation was not so appropriate.  

In addition, ASM uses an iterative searching operation in order to detect the eye shape. As 

mentioned early, using an iterative strategy in real time applications is risky regardless the 

purposes. For example, the number of iterations that are needed to detect the eye shape in a 

testing image is not fixed and depends on the eye state. Consequently, time consumption is also 

not fixed and not known. Moreover and for complex eye states, the iterative technique may run 

in an infinite loop and prevent the process to continually running through time.   

Finally, ASM and other existing techniques such as DT or AAM try to detect the eye shape 

in Cartesian coordinate system. This means a two coordinates (x,y) of each point must be 

detected. Any particular error in detecting these coordinates affects negatively on the scale, 

rotation and translation parameters of the detected eye shape and increases the deformations.  

All of these challenging issues have motivated us to implement a new technique for eye 
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shape detection with taking into account the above mentioned problems as detailed in the next 

sections. 

In this chapter, we propose an eye shape detection method based on the representation of 

the eye structure and eye shape in Log-polar coordinate system [73]. We aim to guarantee a 

stable performance regardless the change of illumination, lighting conditions, eye state, scale, 

rotation angle and translation. This is achieved by applying Principal Component Analysis 

(PCA) [74] on the red, green and blue (RGB) channels of the eye image in Log-polar domain 

based on two key ideas: 

- The elliptical structure of the eye can uniformly be represented by Log-Polar Transform (LPT) 

regardless the changes of scale and rotation. 

- The first principal component of RGB channels of an eye image can be used to represent the 

color variation between skin and sclera, pupil and iris. This representation gives an initial 

estimation of the eye area against a wide change of lighting conditions. 

By transforming the first principal component into Log-polar image domain and using 

some high level image processing operations, the eye shape can be detected accurately. The 

results of the proposed method are compared with ASM and DT. 

4.2. Introduction 

Eye appears at different scales, rotation angles and translations in an image. This weakens the 

 

Fig. 4.1 Eye and its components.  
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performance of conventional eye shape extraction methods and increases detection time. These 

three factors are dependent and influence each other. Suppose that an eye is rotated to an 

angle 𝜃, a robust eye shape detection technique should deal as different change of scale at this 

angle 𝜃 as possible. The same specification must be considered when the scale factor is fixed 

and rotation angle is being changed. Therefore to reach up the optimistic solution, the effects of 

these factors must be addressed and accomplished in parallel. This issue is not related to object 

shape detection only. Although, it is a common problem for object detection, tracking and 

recognition techniques.  

Let’s take a moment and look deeply at an eye image shown in Fig. 4.1. The eye image is 

in x-y Cartesian coordinate system. Each point on the eye contour, that considered as an exact 

eye shape point, has two coordinates. From another perspective, this means the detection 

method must detect approximately the exact two (x,y) coordinates. Obviously, each coordinate 

affects the point position and changes the shape factors/parameters somehow particularly. This 

intuitive observation leads us to think about that if these two coordinates are transformed into 

only one coordinate, the detection operation is significantly and effectively facilitated.  

The key idea is that suppose an eye is roughly located at the center of an eye image. The 

eye image is 360°scanned by a line that originates from the center and meets the image edge. 

As long as the eye exists in the image, regardless scale and rotation factors, the line at each 

scanned angle 𝜃 intersects the eye contour in a point. If the scanned pixels that covered by the 

line at each 𝜃 are arranged in a stack, the task of eye shape detection is converted to detect only 

the intersection coordinate in each row in the stack. Obviously and in order to attain this 

conversion, polar coordinate system should be used. On the other hand, if the scale factor is 

small and the eye mass is located closer to the image center, the detection task becomes very 

hard because the geometrical details will be not distinguishable. Thus, the pixels at the center 
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should be enlarged as well as the pixels at the image edges should be compressed. Another 

simpler approach is to consider the pixel size at the image edge as the reference size and modify 

the other pixels’ sizes accordingly. In order to meet all of these particular requirements, we use 

Logarithmic-polar Transform instead of Polar Transform.  

4.3. Log-Polar Transform 

Log-polar Transform (LPT) has been applied for solving many problems in image processing 

such as optical flow[75], active vision systems[76][77], pattern recognition[78], image 

registration[79], robotic applications[80]…etc. It is a geometrical transformation which 

resembles the visual information at retina [81]. LPT has a high resolution center called fovea 

that surrounded by a periphery. The resolution decreases as the radial distance from fovea 

increases. Therefore, it can be said that human vision system uses LPT to identify corners and 

assemble the edges between them. 

4.3.1. Mapping Strategy 

LPT is considered as a modification of Polar coordinate system. The difference is that instead of 

using the distance 𝜌 as a coordinate of points, logarithmic of 𝜌 (log 𝜌) is used. Therefore, 

LPT is a nonlinear sampling transform which converts an image 𝐼(𝑥, 𝑦) in Cartesian coordinate 

system, which has width W, height H and center coordinates at 𝑥𝑐  and 𝑦𝑐, into Log-polar image 

𝐼(Log𝜌, 𝜃) using Eq. (4.1). 

    𝐼(Log𝜌, 𝜃) = [
log (1 + √(𝑥 − 𝑥𝑐)

2 + (𝑦 − 𝑦𝑐)
2)

arctan 
𝑦 − 𝑦𝑐

𝑥 − 𝑥𝑐

]                                                                     (4.1) 

The range of 𝜃  is 0 ≤ 𝜃 ≤ 2𝜋  whereas the range of 𝜌  is 0 ≤ 𝜌 ≤ 𝜌𝑚𝑎𝑥 . 𝜌𝑚𝑎𝑥 

represents the radius of a largest disc that can be fitted fully to the image and it can be obtained 
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by Eq. (4.2). 

    𝜌𝑚𝑎𝑥 = √(
𝑊

2
)2 + (

𝐻

2
)2                                                                                                                     (4.2) 

An image in Cartesian coordinate system is sampled by a set of circular rings and a set of 

radial sectors as shown in Fig. 4.2. Suppose that an image 𝐼(𝑥, 𝑦) with size 𝑊x  𝐻  is 

Log-polar transformed into an image 𝐼(Log𝜌, 𝜃) with size 𝑊𝜌x 𝐻𝜃. The width of Log-polar 

image 𝑊𝜌determines how many rings will be used in the sampling operation whereas the height 

𝐻𝜃 indicates the number of radial sectors. Accordingly, the sampling rate of 𝜃  is 2𝜋/

𝐻𝜃whereas the sampling rate of 𝜌 is 𝜌𝑚𝑎𝑥/𝑊𝜌. Starting 𝜌 at very small value makes the 

logarithmic function undefined. For that, 1 is added to Eq. (4.1). This small region is called the 

blind spot and can be resembled to the point that the central optic nerve meets retina in the 

human visual system.  

4.3.2. Log-polar Transform properties 

- Rotation-invariance: The image in Fig. 4.2(a) is decomposed into two sub-images as shown 

in Figs. 4.3(a-b). Figure 4.3(a) shows a set of circles that share a common center. This 

image is log-polar transformed. It can be observed that each circle is converted into a full 

vertical line. All angular positions of a point on a circle will be mapped into the 

 

Fig. 4.2 Log-Polar transform. (a) Mapping strategy in Cartesian coordinate system. (b) 

Log-Polar transformed strategy.  
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corresponding vertical line. From another point of view, the change of the radial position 

(moving from circle to another) is transformed into translation along log 𝜌 axis.  

- Similarity in translation (conformity): Figure 4.3(b) shows the radial lines are converted 

into a stack of lines in log-polar image. The position of each line is determined by its 

rotation angle. It emphasizes the previous property by preserving the angles between radial 

lines. The radial lines intersect at the center and hence an angular sector between each two 

lines is created in Cartesian coordinate system. On the other hand, the radial lines are 

Log-Polar transformed into straight horizontal lines with equal vertical distance. Translating 

on the radial lines is transformed into the same amount of translation in log-polar image. 

- Size/scale invariance: It can be inferred in Fig 4.3(a) that the change of thickness of circles 

doesn’t affect the representation in the log-polar image. They are equally represented by 

vertical lines and the difference is that they are shifted according to the scale factor. In other 

 

Fig. 4.3 Log-Polar properties. (a) Circle Log-polar representation. (b) Radial line 

Log-polar representation.  
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words, the small objects near of the center appear in the same size of the big size distant 

objects. They only differ in log 𝜌 coordinates. 

Other properties of Log-Polar transform can be observed in Fig. 3.4 as well as the above 

properties.  

- A fragment of line that its extension passes the center is represented as a straight -horizontal 

line in Log-polar domain (red line). On the other hand, the yellow line is shifted in parallel 

to the red one. This means its extension doesn’t pass the center and the line becomes curvy 

in Log-polar domain. Accordingly, straight lines become curves except those passing the 

center. The intersections between lines are preserved except those passing the center as 

illustrated by the pink triangle.  

- Corners are intersections between lines/curves. Thus, a corner appears as a vertex between 

two curvy lines as can be seen for two corners inside the gray rectangle and the green circle. 

Some other features of corners can be extracted according to corresponding Log-polar 

 

Fig. 4.4 Log-Polar presentations of geometrical shapes in image domain.  
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representations such as orientation and rotation degree. 

- In Cartesian coordinate system, any geometrical shape surrounds the center regardless the 

distance is fully laid-on along 𝜃 axis in Log-Polar domain as the green circle and the bright 

blue polygon. On the other hand, the closed shapes that don’t surround the center are 

deformed according to the position because their edges are considered as straight lines. 

Therefore, only circles have (out of the center) approximately the same representation in 

Log-polar domain. 

All above properties can be interpreted mathematically as follows: 

Given an image I(𝑥, 𝑦)as a reference with corresponding Log-polar image I(𝜌, 𝜃). A new 

image G(𝑥́, 𝑦́) is obtained by rotating I(𝑥, 𝑦) by a factor 𝛿 and scaling it by a factor s using Eq. 

(4.3).  

    [ 
𝑥́ 
𝑦́
] = [

𝑠 cos𝛿
𝑠 sin𝛿

 
         −𝑠 sin𝛿
           𝑠 cos𝛿

] [
𝑥
𝑦]                                                                                                   (4.3) 

The corresponding Log-polar image is G(𝜌́, 𝜃́). In Log-polar domain, 

    𝜌́ = log (√(𝑥́)2 + (𝑦́)2)                                                                                                                   (4.4) 

This equation can be re-written as follows: 

    𝜌́ = log (√(𝑠 𝜌 𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝛿 − 𝑠 𝜌 𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝛿)2 + (𝑠 𝜌 𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝛿 + 𝑠 𝜌 𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝛿)2)  

    𝜌́ = log (√(𝑠 𝜌 cos (𝜃 + 𝛿))2 + (𝑠 𝜌 sin (𝜃 + 𝛿))2) = log√𝑠2𝜌2 = log𝜌 + log 𝑠             (4.5) 

The change of scale in Cartesian coordinate system is transformed into translation in 

Log-polar domain along Log 𝜌 axis. It can be graphically proven in Fig. 4.4 by observing the 

representations of two circles; green and purple. 

 On the other hand, 

    𝜃 =́ arctan
𝑦́

𝑥́
= arctan (

𝑠 𝑥 sin𝛿 + 𝑠 𝑦cos𝛿

𝑠 𝑥 cos𝛿 + 𝑠 𝑦 sin𝛿
) = arctan (

𝑠 𝜌 cos𝜃sin𝛿 + 𝑠 𝜌 sin𝜃cos𝛿

𝑠 𝜌 cos𝜃cos𝛿 − 𝑠 𝜌 sin𝜃sin𝛿
)  
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    𝜃́ = arctan(
𝑠 𝜌 sin(𝜃 + 𝛿)

𝑠 𝜌 cos(𝜃 + 𝛿)
) = 𝜃 + 𝛿                                                                                          (4.6) 

Therefore, the change of rotation in Cartesian coordinate system is transformed into translation 

in Log-polar domain along 𝜃axis. 

4.4. Eye shape properties in Log-polar Domain  

Let’s take a deep look on an eye image from a geometrical point of view. Figure 4.1 shows an 

eye images. Eye possesses an elliptical shape approximately. The shape/contour can be divided 

into two parabolas. The parabolas meet in two points which are the eye corners. One eye corner 

is usually sharper than the other. The line passes the two corners is the major axis of the ellipse 

and determines the eye apparent angle. The minor axis can be obtained using the major axis and 

it determines the eye state; open, nearly closed and in-between. Therefore, many significant 

features on the eye state can be extracted from the eye shape. Let’s try to match these eye shape 

features with Log-polar properties as follows: 

- The eye contour is a closed shape and assumed to be approximately/nearly located at the 

eye image center. Therefore, corresponding Log-polar representation is a shape fully laid-on 

along 𝜃 axis. 

- The Log-polar representation of the eye contour starts and ends at the same angle. If the eye 

shape is divided into two parabolas, each parabola has a curvy line around the center. 

Therefore, the corresponding Log-polar representations are two curvy lines as well. 

-   The orientation of the two eye corners is internal towards the image center. They will have 

the same Log-polar representation. In addition, as long as the topological structure of the 

eye contour changes smoothly, only two corners will appear in Log-polar domain between 

the two curvy lines.  
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- The line between the two eye corners (major axis) is assumed to go through the center. 

Therefore, a discontinuity occurs and corresponding Log-polar representation is two 

horizontal lines releasing from each corner. The rotation angle of the eye can be simply 

calculated by subtracting the corresponding 𝜃 coordinates of the two lines in Log-polar 

domain.  

- Last but not least, the minor axis is also assumed to pass the center. Thus the Log-polar 

representation is also two horizontal lines but releasing from the vertexes of the two curvy 

lines. The two vertexes can be utilized with one eye corner to calculate the eye opening 

degree. 

4.5. Eye shape representations in Log-polar domain 

Figure 4.5 shows a set of eye shapes represented by N=16 points and their corresponding 

 

Fig. 4.5 Eye shape representations in Log-Polar domain. (a) Reference state 𝜃 = 0°, 𝑆 =

1. (b) Rotated by 𝛿 = +45°. (c) Rotated by 𝛿 = −45° . (d) Scaled by 𝑆 = 0.8. (e) Scaled 

by 𝑆 = 1.2°.  
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representations in Log-polar domain. Figure 4.5(a) shows the eye shape as a reference with a 

rotation angle 𝜃 = 0° and a scale factor 𝑠 = 1. The shape can be said symmetric. Therefore, 

the point distribution forms ideally two similar curves in Log-polar domain as well as the two 

eye corners appear at the same log 𝜌 coordinates.  

The shape is rotated by angle 𝛿 = ±45° in Figs 4.5(b-c); respectively. The corresponding 

Log-polar representations are preserved and only shifted along 𝜃 axis accordingly; up and 

down. Figures 4.5(d-e) show the eye shape is scaled to s = 0.8 and s = 1.2. The corresponding 

Log-polar representations are shifted along log 𝜌 axis accordingly; left and right.  

Another critical issue to be mentioned is translation. The eye is not guaranteed to be 

located at the image center accurately and some translations may occur. The necessary and 

sufficient condition is that the eye contour must surround the image center regardless shifting 

effects. The shifting effects can be considered as a change of symmetry in Log-Polar domain. 

 

Fig. 4.6 Eye shape representations in Log-Polar domain for changing of translation. (a) 

Reference state (shape at the center). (b) Shifted along X axis positively. (c) Shifted 

along X axis negatively. (d) Shifted along Y axis positively. (e) Shifted along Y axis 

negatively.  
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Figure 4.6 demonstrates four cases of the eye shape that shifted along x and y axes; respectively. 

The corresponding Log-polar representations indicate that the eye shape is completely 

represented in Log-polar domain and changing in translation only occurs according to particular 

distance of each point from the image center.  

Based on the previous discussion, Log-polar domain is the best domain to implement any 

eye shape detection technique.  

4.6. Modeling eye shape in Log-polar domain 

4.6.1. Modeling strategy 

The eye shape in Log-polar domain is represented by two curvy point distributions along 𝜃 axis. 

The distribution can be analyzed by a mathematical function. On the other hand, PCA has 

achieved a very flexible and robust performance to analyze the change of the eye shape in 

Cartesian coordinate system [82]. Therefore, we employ PCA to model the eye shape in 

Log-polar domain. Due to the special and significant properties of Log-polar transform, there 

 

Fig. 4.7 Modeling strategy. (a) Fixed point identification according to the local 

structure on the eye contour. (b) Fixed modeling location strategy.  
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are two approaches of modeling as follows: 

- The first one is to give each eye shape point an identity of a specific local part/feature on the 

eye contour. In other words and similar to ASM, 1
st
 and 9

th
 points indicate the locations of 

two eye corners as well as 5
th
 and 13

th
 points represent the middle points on upper and lower 

eyelids; respectively. The 5
th
 and 13

th
 represent the vertex locations of the two curvy 

distributions in Log-polar domain. This strategy provides immediate information on the eye 

feature locations once the eye shape is being detected. On the other hand, a massive 

difference in point distribution between the eye shapes will occur. For example as in Fig. 

4.7(a), if the shape has 𝛿 = +45 rotation degree, the 1
st
 eye corner appears at 𝜃 =

320° whereas it appears at 𝜃 = 40°  if the shape has 𝛿 = −45  rotation degree. 

Consequently, the alignment operation between eye shapes is impossible to be achieved. 

Moreover, this strategy is not compatible with the detection method that will be explained 

later.  

- The second approach is to consider fixed modeling locations regardless the corresponding 

local representations on the eye contour. For example as in Fig. 4.7(b), analyzing the change 

of the eye contour at 𝜃 = 270°. This strategy is more simple and reasonable. Each fixed 

modeling location illustrates the possible and particular change of the eye contour. 

Therefore, it is guaranteed that principal components will demonstrate very significant 

patterns of eye shape variation with increasing the capability of generalization. Moreover, 

the alignment operation will be smoothly achieved. The only negative aspect of this strategy 

is that the identity of the eye shape points must be searched on after detecting the eye shape. 

Based on eye shape properties in Log-polar domain, this issue can be neglected because 

some key points such as eye corners/vertex points can be distinguished easily out of the 

other points. Accordingly and as long as the number of eye shape points is fixed, N=16, the 
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other points can be easily identified as well. 

4.6.2. Mathematical Model 

As mentioned previously, PCA is employed for achieving the modeling task. The mathematical 

procedures are same as of that explained in section 3.2.4. Thus, a brief explanation with 

referring to the key difference points is only highlighted in this section. 

We collect M eye images to represent, as usual, different lighting conditions, scales 

translations and rotation angles. The eye images are then Log-polar transformed as shown 

simply in Figs. 4.8 (a-b). The eye shape is described by N=16 points that are manually labeled at 

16 fixed modeling locations along 𝜃 axis. Figure 4.8(c) shows M eye shapes. It can be observed 

that at each modeling location, the point distribution changes only along log𝜌 axis. The eye 

shape of 𝑖𝑡ℎ log-polar eye image is represented by a vector 𝑋𝑖  and a shape point has two 

coordinates 𝜃𝑖1, log𝜌𝑖1 as follows: 

    𝑋𝑖 = (𝜃𝑖1, 𝜃𝑖2, . . . , 𝜃𝑖𝑗 , … , 𝜃𝑖𝑁, log𝜌𝑖1,  log𝜌𝑖2, . . . log𝜌𝑖𝑗 , . . , log𝜌𝑖𝑁)
𝑇
                                              (4.7) 

The alignment operation, as explained in section 3.2.2.2, is then applied on the Log-polar 

eye shapes. Figure 4.8(d) shows the eye shapes after being aligned to the mean Log-Polar eye 

 

Fig. 4.8 Eye shape modeling steps. (a) Eye image in Cartesian coordinate system. (b) 

Eye image in Log-Polar domain and eye shape points manually labeled according to the 

fixed modeling location strategy. (c) Eye shapes before alignment. (d) Aligned eye 

shapes. (e) Mean Log-polar eye shape.  
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shape 𝑋̅ in Fig. 4.8(e).  

As long as the modeling locations are known in advance at fixed  𝜃 coordinates, a 

Log-polar eye shape vector is broken down to contain log𝜌 coordinates only. 

    𝑋́𝑖 = (log𝜌𝑖1,  log𝜌𝑖2, . . . log𝜌𝑖𝑗 , . . , log𝜌𝑖𝑁)
𝑇
                                                                                          (4.8) 

The covariance matrix is then calculated as well as the corresponding eigenvectors and 

eigenvalues. The eigenvectors are arranged in a matrix 𝛺 according to their eigenvalues in 

descending order. As known, the first K eigenvectors describe the direction of the most variation 

in Log-polar eye shapes. These few eigenvectors are combined into a matrix 𝛺 ́ . Hence, the eye 

shape can be approximately represented as a linear combination of the eigenvectors in 

matrix 𝛺 ́ using the model equation as follows: 

    𝑋𝑖 = 𝑋̅ + 𝛺́𝔹𝑖                                                                                                                                       (4.9) 

where 𝔹𝑖 = 𝕓𝑖1, 𝕓𝑖2, 𝕓𝑖3, … 𝕓𝑖𝑗, … , 𝕓𝑖𝑘  is the projection vector of 𝑖𝑡ℎ shape and 𝕓𝑖𝑗  is the 

projection on 𝑗𝑡ℎ eigenvector which represent the contribution amount of 𝑗𝑡ℎ eigenvector in 

reconstructing 𝑋𝑖  . 

4.6.3. Testing of eye shape model 

The dynamical behavior of the eye shape in Log-polar domain can be divided into five areas as 

highlighted in Fig. 4.8(b). In this study, we consider the rotation angle ranges between 

𝜃 = ±45° which matches the normal motion of a person’s face setting down on a chair and 

looking at the camera. The intermediate area contains 4 eye shape points whereas the others 

contain 3 points for each. In the intermediate area, one of the four points will represent the eye 

corner according to the rotation angle. The second corner will appear in the 1
st
 or 5

th
 area. In 2

nd
 

and 4
th
 areas, one point will represent the vertex of the curvy line (eyelid). 

Figure 4.9(a) shows the behavior of the first four principal components in the range of 
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corresponding eigenvalue ±3√𝜆𝑖. The intermediate shape in each row is the mean Log-polar 

eye shape which has a zero projection vector. Figure 4.9(b) demonstrates the motion amount 

that occurs at each point in the studied range. The direction of movement can be discriminated 

by the green points which are the ending points at +3√𝜆𝑖 . 

- The first principal component has the largest eigenvalue and describes the most significant 

information. It represents general relationship of change of each point with respect to the 

others. It is necessary to observe that the eye corner in the intermediate area is represented 

by the second point continually. Accordingly, the first component illustrates the variation 

along log𝜌 axis. 

- The second component describes the relationship between the two eye corners when the 

second corner appears in the first area. The 𝜃 coordinate of the first corner changes from 

 

Fig. 4.9 Eye shape model testing. (a) First four eigenvectors. (b) Motion behavior.  
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the first point in the intermediate area to the third one. Therefore, besides of representing the 

change along log𝜌 axis, the second component demonstrates the change along 𝜃 axis as 

well. This can be proven by the corresponding motion profile in Fig. 4.9(b). 

- The third component possesses the same features of the second one with one difference that 

the second corner appears in the fifth area. 

- The fourth component can be considered as the representation of each point’s change with 

less respect to the others’ changes. It tends to line up the points at the ending of the studied 

range. Therefore, it can be said approximately that the motion profile is symmetric 

vertically.  

It should be kept in mind that the eigenvalue decreases nonlinearly as the index of the principal 

component increases. Therefore, the represented variation between points by each component 

decreases accordingly as can be compared in Fig. 4.9(b). 

Based on the above demonstration, the eye shape model is very robust and signifies the 

most information needed to describe the dynamical behavior of Log-polar eye shape points. 

Consequently, the model is expected to refine point deformations efficiently and effectively.  
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4.7. Eye texture in Log-polar domain 

Figure 4.10 shows a set of eye images and corresponding representations in Log-polar domain. 

The eye images demonstrate different rotation angles, eye states and scale factors. The eye in 

Log-polar domain can be classified horizontally into two areas; eyeball and flesh. The 

intersection points between these two areas form the eye contour. On the other hand, the eye 

image can be classified vertically into the same five areas that mentioned in the previous section. 

In addition and as long as the eye corners are internally pointed to the image center in Cartesian 

coordinate system, they have the same local structure in Log-polar domain. Thus, the eye 

contour has a very smooth profile.  

It is very important to highlight that the eye contour exists along 𝜃 axis regardless the 

rotation angle and scale factor. In order to investigate the LPT robustness in representing the eye 

with respect to the change of translation, we shift the center location instead of shifting the eye 

image in Cartesian coordinate system. These two actions are equivalent but the first one is 

simpler to be understood. 

 

Fig. 4.10 Eye in Log-polar image domain. 
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 Figure 4.11 demonstrates four cases of different positions of the image center (red point). 

This figure matches the concept highlighted in Fig. 4.6. The green circle illustrates the studying 

area to be transformed into Log-polar domain. It can be emphasized again that the change of 

translation in Cartesian coordinate system doesn’t affect the existence of the eye contour along 

𝜃 axis as long as the center is being in the eyeball area and the studying area houses completely 

the eyeball.  

4.8. Modeling eye texture in Log-polar domain 

As long as the eye contour exists along 𝜃 axis, the task of detecting an eye shape point is 

simplified to determine and search on  log𝜌 coordinates. Therefore, the key idea is to 

study/analyze the pattern of pixel distribution along each modeling location. We then try to 

create a model to describe the patterns along any modeling location. 

4.8.1. Eye color interpretation using PCA 

Eye possesses a very important property that the skin color changes gradually because of the 

 

Fig. 4.11 Translation of eye in Log-polar image domain. 
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topological structure. On the other hand, eye components, sclera, iris and pupil, can be 

represented approximately using fixed colors; white and black. These two colors are obtained in 

RGB color system by the following two values respectively; (255,255,255) and (0,0,0). 

Consequently, the variance between eye color channels in the eyeball area is assumed to be 

fixed and very small because of high correlation whereas the variance in skin color changes 

gradually. The best efficient method to interpret the variance and to discover the meaningful 

information carried by each pixel is to use PCA. The aim is to enhance and maximize the 

contrast between color channels by combining like areas together. Hence, the area of eyeball can 

be readily discriminated in the first principal component.  

Figures 4.12(a-c) show Log-Polar eye image and corresponding decomposed three color 

channels; Red, Green and Blue; respectively. PCA is applied on the color channel images in the 

same style explained in section 3.7.1.2. Each image is converted into a vector by concatenating 

each row with the previous.  

    𝐼𝑝 = (𝑖𝑝,0,0, 𝑖𝑝,0,1, … 𝑖𝑝,0,𝑛, 𝑖𝑝,1,0 … 𝑖𝑝,𝑗,𝑘 , … 𝑖𝑝,𝑛,𝑚)
𝑇
                                                                (4.10) 

where 𝑝 = 1,2,3 refers to R, G and B color channels; respectively, 𝑖𝑝,𝑗,𝑘 is a pixel value at 

𝑗𝑡ℎrow and 𝑘𝑡ℎcolumn, n and m are the width and height of the eye image; respectively and 𝑇 

denotes the vector transpose operation. 

Consider a matrix A = [(𝐼1 − 𝐼)̅ (𝐼2 − 𝐼)̅ (𝐼3 − 𝐼)̅] = [𝑎1 𝑎2 𝑎3]  where 𝐼 ̅ = (𝐼1 + 𝐼2 +

 

Fig. 4.12 Eye image analysis based color variance. (a) Log-polar eye image. (b) Red 

color channel. (c) Green color channel. (d) Blue color channel. (e) First principal 

component. (f) Second principal component. (g) Third principal component. 
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𝐼3)/3 is the mean channel vector which have the same size of 𝐼𝑝and whose entries are the 

average of RGB pixel values. A covariance matrix is then calculated to describe how each pixel 

value (color) varies with respect to the others along the three channels.  

The eigenvectors of the covariance matrix are computed and shown in Figs 4.12(e-g); 

respectively. The first eigenvector represents the contrast between RGB channels and it is called 

Log-polar Eigeneye Image (LPEI). The eye area has low pixel values (black) whereas the skin 

area changes in grayscale. Based on this fact, the eye contour can be initially estimated at the 

boundary between these two areas. The estimation does not represent the exact eye shape 

because of noise. The noise may occur due to the existence of red nerves in the sclera, light 

reflectance and eyelids. On the other hand, the initial estimation can be easily reformed based 

on the eye shape properties in Log-polar domain. Figure 4.12(f) shows the second eigenvector 

which is considered to represent noise in the image. Fig. 4.12(g) shows the last eigenvector 

which is almost black because its eigenvalue is very small.  
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4.8.2. Texture Modeling 

LPEI shown in Fig. 4.13(b) can be classified into three areas in each row (or at each 𝜃) based 

on the eye topological structure as follows:  

- Zero area: this area represents the eyeball and it may contain iris, pupil and sclera 

depending on the eye state and gaze point. The contained pixel values are very low and 

smaller than a threshold 𝛼. 

- Information area: this area represents skin around the eye. The corresponding pixel values 

are large, change in grayscale gradually and bounded between 𝛼 and 255.  

- Max area: this area is contained in the information area and the pixel values are larger than 

threshold 𝛽. It divides the information area into two sub-sectors: 

a) The first sub-sector has an ascending order of pixel values bounded from 𝛼 to 𝛽. It lies 

from the beginning of the information area until the maximum area. 

 

Fig. 4.13 Eye image in Log-polar domain. (a) Log-polar representation eye image. (b) 

Corresponding eigenvector image of eye (LPEI). (c) Uniform profile of pixel values at 

θ=33° in (LPEI). 
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b) The second sub-sector has a descending order of pixel values bounded from 𝛽 to 𝛼. It 

lies from the maximum area until the end of the information area. The existence of this 

sub-sector depends of the eye state and modeling locations. For example, in the area just 

below the lower eyelid (𝜃 = 𝜋~2𝜋), the second subsector may not exist according to the 

prominence of the eye. On the other hand, it mostly appears near the upper eyelid. 

Figure 4.13(c) illustrates this classification by enlarging the row at 𝜃 = 33° that is covered by a 

yellow line in Fig. 4.13(b). The corresponding pixel profile is depicted below.  

By the end of this discussion, the pixel distribution in each row can be represented by a 

uniform profile regardless the exact pixel values. Therefore the pattern starts with low pixel 

values (zero area), takes an ascending order gradually, reaches max area and then descends 

gradually or stays in the max area.  

4.8.3. Eye contour location 

The location of the eye contour is the boundary between information and zero areas. More 

accurately, the eye contour can be detected at the beginning of the first subsector. The first 

 

Fig. 4.14 Eye contour in LPEI. (a) LPEI. (b) Curve having 3 intensity values (pixel 

values). (c) Curve highlights locations of 5 pixel values in LPEI. (d) Curve highlights 

locations of 6 pixel values. (e) Curve highlights locations of 7 pixel values.  



  
 

      | Eye Shape Detection Based on Eye properties in Log-Polar Domain 

and Color Interpretation in Eigenspace 

96 

 

subsector has an ascending order of the pixel value. Figures 4.14 show an example on the 

ascending order in the first subsector. Four binary images are presented and the white curves 

illustrate the locations of arbitrary pixel values 3, 5, 6 and 7 in the first subsector; respectively. 

These curves can be considered as the eye contour in the testing image. The pixel values 3, 5, 6 

and 7 are randomly chosen and they are not guaranteed to exist in each LPEI. On the other hand, 

the order of pixel values in the first subsector is fixed. Therefore, applying cross-correlation 

between a LPEI and a short template of a few pixel values that arranged in an ascending order 

can be used to highlight the proper location of the eye contour in a LPEI without discontinuity.  

4.9. Cross correlation 

Cross correlation is considered as the essence of many image processing techniques such as 

pattern recognition [83][84], image registration [85], object detection [86],…,etc. It is a very 

simple and effective operation to extract information from the images. The simplest strategy is 

to sum the square of the differences of pixel values between a template T whose size is 2a and 

the 1D segment of an image I that centered at x.  

    𝐶𝑜(𝑥) = ∑ (𝑇(𝑖) − 𝐼(𝑥 + 𝑖))
2
                                                                                                  (4.11)

𝑎

𝑖=−𝑎

 

The segment is compared at each x over the image. The result is an image in gray pixel 

values with a noticeable peak. The peak represents the location of the best correlation between 

the image and the template. Equation 4.11 is sensitive to the change of lighting conditions. In 

order to increase the robustness of correlation, normalization is applied and equation is modified 

as follows: 
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    𝐶𝑜(𝑥, 𝑦) =
∑ ∑ 𝑇(𝑖, 𝑗)𝐼(𝑥 + 𝑖, 𝑦 + 𝑗)𝑀

𝐽=−𝑀
𝑁
𝑖=−𝑁

√∑ ∑ 𝑇(𝑖, 𝑗)2𝑀
𝑗=−𝑀

𝑁
𝑖=−𝑁 √∑ ∑ 𝐼(𝑥 + 𝑖, 𝑦 + 𝑗)2𝑀

𝑗=−𝑀
𝑁
𝑖=−𝑁

                                  (4.12) 

This equation must be calculated for all possible size of the template. Otherwise, the 

searched object must be in the same size exactly of that in the template. The template is usually 

scanned pixel by pixel over the image by sliding it to visit all positions in the two directions. 

This process is a cost operation for real time applications. In addition, it will be more highly 

computational process and complicated when it is computed for all possible sizes. The 

consumed time can be reduced significantly when the cross calculation is done in Fourier 

transform [87]. 

4.9.1. Fast Fourier Transform and Phase correlation  

Fourier Transform considers an image as a function and decomposes it into a set of basic 

functions which are a series of sine and cosine waves [88]. These functions are orthogonal and 

differ from each other by two parameters; phase and frequency. Each pixel in the image is 

converted to represent a particular frequency in Fourier domain. Hence, the image is represented 

as a point in a vector space. This point possesses projections in the space and they can be 

obtained by calculating the inner product between the given function (image) and the basic 

functions. The basic functions are expressed in two equivalent formats as follows: 

    𝑒−𝑖2𝜋𝜔𝑥 = cos(2𝜋𝜔𝑥) + 𝑖sin(2𝜋𝜔𝑥)                                                                                         (4.13) 

4.9.2. Fourier Transform Properties 

- The transform has real and imaginary terms and the exponential format allows representing 

the two terms. 

- Any two basic functions of different frequencies are orthogonal and their inner product is 
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zero. 

- A given function f(x), its Fourier transform F(𝜔) is given by Eq. (4.14). 

             𝐹(𝜔) = ∫𝑓(𝑥)𝑒−𝑖2𝜋𝜔𝑥𝑑𝑥                                                                                                    (4.14) 

Obviously and in general,F(𝜔) consists of two components; real a(𝜔)and imaginary b(𝜔). 

F(𝜔) can be represented in polar form to have a normal amplitude component |F(𝑤)| that 

called the Fourier spectrum as well as phase angle component Φ(𝜔). 

- In the image domain, an image is described as a discrete function 𝐼(𝑥, 𝑦). Consequently, the 

Discrete Fourier Transform (DFT) exists and discrete frequencies are used to describe the 

spatial image domain. The basic functions have a discrete format represented by the 

exponential term in Eq. (4.15). 

            𝐹(𝑗, 𝑘) =
1

𝑁𝑀
∑ ∑ 𝐼(𝑥, 𝑦)

𝑁

𝑦=1

𝑀

𝑥=1

𝑒−𝑖2𝜋
𝑗.𝑥
𝑀

 
𝑘.𝑦
𝑁                                                                             (4.15) 

The frequencies of basic functions (sine and cosine) increase as stepping far from the origin 

of the Fourier domain. The origin contains the DC-component which represents the average 

of the pixel values of the image.  

- The amplitude of the basic functions of an image that consists of zero pixels and a gray area 

is not affected by the (x,y) translations of this area in the spatial image domain; this is called 

shift therom.  

- Two images with same size are represented in Frequency domain with the same amplitude. 

4.9.3. Phase Correlation in Log-polar domain 

Based on the previous explanation, the images have the same magnitude because the magnitude 

of a complex exponential function is the radius of a unit circle. Hence, a template T and a LPEI 

I(log 𝜌 , 𝜃) must be in the same size. This can be achieved by housing the template in a black 
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image 𝕋 (zero pixel values) whose size is same. Figure 4.15(a) shows a template T that consists 

of six pixels in gradually change of grayscale. The template is located at the top-left corner of 

the template image 𝕋. The template can be located at any position in the image due to the 

translation property of the Fourier transform.  

 The normalized cross power spectrum 𝐶𝑃𝑆 is defined as follow: 

    𝐶𝑃𝑆(𝑢, 𝑣) =
𝐹𝐼(𝑢, 𝑣). 𝐹𝕋

∗(𝑢, 𝑣)

|𝐹𝐼(𝑢, 𝑣). 𝐹𝕋
∗(𝑢, 𝑣)|

= 𝑒−𝑗(𝑢𝑡log𝜌+𝑣𝑡𝜃)                                                                  (4.16) 

where 𝑢 and 𝑣 are pixel coordinates in Fourier domain, 𝐹𝐼 is Fourier transform of image I, 𝐹𝕋
∗ 

is the complex conjugate of Fourier transform of the template image and, 𝑡log𝜌 and 𝑡𝜃 are the 

difference of displacement between the two images along log 𝜌 and 𝜃 axes, respectively. By 

taking the inverse Fourier transform ℱ−1of the cross power spectrum, a Dirac pulse 𝛿 is 

generated and located at the offset of the first image relative to the second one. 

    ℱ−1{𝐶𝑃𝑆(𝑢, 𝑣)} = δ(𝑢 + 𝑡log𝜌, 𝑣 + 𝑡𝜃)                                                                                     (4.17) 

In order to increase the robustness of cross correlation, the template must be chosen 

properly to satisfy the following conditions: 

- The template must contain few pixels to make the calculation of correlation not an expensive 

 

Fig. 4.15 Eye shape detection. (a) Template image. (b) LPEI. (c) Output of     

cross-correlation (extraction operation). (d) eye shape point extraction. (e) Refined eye 

shape based eye model (detected shape). 
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cost operation.  

- The template pixel values 𝛾 must be in ascending order of the range ∝> 𝛾 ≪ 𝛽 to match the 

order at the beginning of the first sub-sector.  

However, the pixel values at the beginning of the first sub-sector may change according to 

lighting conditions and skin color with maintaining the same ascending order. To break the 

limitation of using one template, we can select a set of templates to represent numerous lighting 

conditions. 

By using the template image 𝕋, Fig. 4.15(c) shows the result of correlation applied on the 

LPEI in Fig. 4.15(b). The resultant curve significantly represents the eye contour without any 

discontinuity. It can be observed that the curve thickness changes in some areas. This indicates 

that the pixel values of LPEI satisfy the order of pixel values in the template at a few sequence 

locations in each row.  

On the other hand, the satisfaction depends on the intensity range of the pixel values in the 

template. Therefore, the thickness is terminated and does not expand to highlight the whole first 

subsector.  

4.10. Eye shape extraction 

The obtained curve by cross-correlation represents the eye contour in the LPEI. Therefore, 

the log 𝜌 coordinates of the eye contour can be obtained at any 𝜃.  The modeling locations of 

the eye shape are known at fixed 𝜃 coordinates as depicted in Fig. 4.15(c). Thus, eye shape 

points can be formed by matching  𝜃 coordinates with corresponding log 𝜌 coordinates as 

illustrated in Fig 4.15(d). 
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4.11. Eye shape correction 

The extracted eye shape points may carry some deformations in  log 𝜌 coordinates. The 

deformations can be easily refined by matching the point distribution according to the Log-polar 

mapping of the eye shape. This distribution is described by the eye shape model as explained in 

section 4.5. The same strategy of ASM correction based PCA eye model, section 3.2, is 

followed here. 

Once an eye shape 𝑋𝑒𝑥  is extracted as shown by white points in Fig. 4.15(d), the proposed 

method calculates its decomposition vector 𝐵𝑒𝑥  using Eq. (4.18). 

    𝔹𝑒𝑥 = 𝛺́−1(𝑋𝑒𝑥 − 𝑋̅)                                                                                                                       (4.18) 

According to Gaussian distribution, the allowed variation of the eye shape points along 𝑖𝑡ℎ 

eigenvector must be in the range of ±3√𝜆𝑖. Therefore, particular elements in 𝔹𝑒𝑥 are checked 

and the outrange elements are shifted to the limit of the corresponding allowable range. The 

reformed eye shape is then generated by Eq. (4.9) using the corrected decomposition vector as 

shown in Fig. 4.15(e). Figure 4.16 shows some eye shapes of different eye images in white 

points. The shapes are obtained by the extraction operation and carry some deformations. The 

deformations are refined using the trained eye shape model as depicted by corresponding red 

 

Fig. 4.16 Eye shape refinement, white shapes are obtained by cross-correlation and 

corresponding red shapes are the corrected shapes by the eye model.  
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points.  

Finally, we summarize the proposed method. The eye image is first transformed from 

Cartesian coordinate system to Log-polar image domain. The Log-polar image is decomposed 

into three images representing RGB color channels. PCA is then applied on the color channels 

to obtain LPEI. Cross-correlation is utilized to filter out the eye contour using a template image 

and eye shape points are extracted. Finally, the eye shape model is employed to refine the 

deformations occurred in log 𝜌 coordinates. 

4.12. Results and discussion 

4.12.1. Setup 

Besides the database used in ASM that locally collected for different scale and rotation angle, a 

new database is needed to enrich the eye images in terms of different lighting conditions and 

skin color. Therefore, UBIRIS database is used [89][90]. The contained images were captured 

on non-constrained conditions under different lighting conditions in two sessions. Figure 4.17(a) 

shows some eye images in UBIRIS database as well as some of those in local database. The eye 

images in both databases are resized into a fixed size 150x100 for width which represents x 

pixel coordinates and for height which represents y pixel coordinates; respectively. The images 

 

Fig. 4.17 Eye images taken from UBIRIS database [90]. (b) Eye images taken from the 

local database.  
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are then Log-polar transformed in the size of 256x360 for width which represents log 𝜌 pixel 

coordinates and for height which represents 𝜃 pixel coordinates; respectively. One can easily 

notice that every angle degree is described by a row in the Log-polar image.  

The eye shape of each image is described by N=16 points that manually labeled (exact eye 

shape). On the other hand, the same number of points is used to label the eye shape over the 

Log-polar images. Therefore, we have N=16 modeling locations at fixed 𝜃 coordinates. The 𝜃 

sampling rate is 
360

16
= 22°and we started from 5°. This sampling rate is fixed and used in eye 

shape detection stage as illustrated in Figs. 4.8(b) and 4.15(d). 

Besides the proposed method, improved ASM explained in the previous chapter is used to 

evaluate the performance as well as Deformable Template (DT) is also involved in this 

comparison process. Because DT is classified as a method to represent the eye contour by a 

template as clarified in the first chapter, the template is sampled into 16 points after the 

detection operation is terminated. The time consumed by this procedure (sampling process) is 

not considered in the evaluation. The environment of visual studio C++ 2008 and CPU 

quad-core processor 2.4 GHz are used for implementation and evaluation. 

The accuracy of the eye shape 𝑋𝑑 detected by any method is calculated by measuring how 

much it correlates the corresponding manually labeled eye shape 𝑋𝑙 using Eq. (4.19). 

    𝐴𝑐𝑐 =
𝑋𝑑 . 𝑋𝑙

|𝑋𝑑||𝑋𝑙|
∗ 100                                                                                                                       (4.19) 

In the proposed method, two templates 𝑇1and 𝑇2are used to describe the ascending order 

of pixel values in the LPEI. Therefore, the cross-correlation will be applied for each template as 

well as the sampling and correction operations. Consequently, two eye shapes are obtained for 

each testing image accordingly. The corresponding decomposition vectors 𝐵𝑇1 and 𝐵𝑇2 of 

these two eye shapes are calculated using Eq. (4.19). The better shape that best represents the 
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exact eye shape in the testing image is determined by Eq. (4.20). 

In order to determine the template pixel values and to make the proposed method more 

robust to deal with lighting conditions, 30 images have been randomly chosen from database. 

We manipulated the brightness of these images by changing the corresponding Y component in 

YCbCr color space and then observed the change of pixel values in the corresponding LPEI. 

Based on this test, we found the equivalent stable values of [𝛼, 𝛽]= [8,150].  

    𝐵 = 𝑀𝑎𝑥(𝐵𝑇1
𝑇𝐵𝑇1, 𝐵𝑇2

𝑇𝐵𝑇2)                                                                                                      (4.20) 

The amount of variance 𝜎𝑖 expressed by an 𝑖𝑡ℎ  eigenvector can be obtained using its 

corresponding eigenvalue 𝜆𝑖 as follows: 

    𝜎𝑖% =
𝜆𝑖

∑ 𝜆𝑗
𝑛
𝑗=1

∗ 100                                                                                                                        (4.21) 

4.12.2. Results 

 

Fig. 4.18 Eye shape detection using the first (green) and second (red) templates. (a) Eye 

in normal lighting conditions. (b) Different skin color and green iris. (c) Different scale 

and eye state. (d) Different rotation.  
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Figure 4.18 shows some testing eye images and corresponding eye shapes detected using the 

first and second templates, green (𝑇1) and red (𝑇2); respectively. The better shape that best 

matches the eye contour in each case is determined using Eq. (4.20). The second template gives 

better match when the luminance is high as shown in Fig. 4.18(a-b) because its pixel values are 

larger than the first template. In contrast, the first template outperforms the second one when the 

luminance is low as can be observed in Fig. 4.18(c-d). On the other hand, Fig. 4.19 

demonstrates the robustness of the proposed method against the change of scale, rotation and 

eye states as well. 

Figure 4.19 shows the relationship between the accuracy and detection time. The 

performance of each method has been evaluated using the testing images. The figure 

demonstrates the detection strategy of each method. Each curve has some critical points 

highlighted by black square marks. The beginning point represents the accuracy of the initial 

eye shape estimation whereas the ending point indicates the accuracy of the detected shape.  

In DT, the curve starts after around 63 msec because the algorithm tries to find roughly the 

center of pupil in the testing image. Based on the pupil coordinates, the eye template (circle and 

two parabolas) is initially fitted and then deformed over the image to best locate the eye features 

 

Fig. 4.19 The relationship between the accuracy and time.  
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(eyelids and two eye corners). Consequently, the accuracy increases rapidly with respect to time 

until the template gets closer to the eye contour. The accuracy increases then slowly because 

small adjustments in rotation and scale are achieved. 

In ASM, the mean eye shape is fitted to the image directly and the curve starts nearly after 

8 msec. ASM then updates the locations of the eye shape points iteratively in order to approach 

the exact eye shape. Based on the development of the eye shape points, the accuracy increases 

accordingly.  

In the proposed method, the curve starts after around 35 msec and the initial eye shape is 

obtained. This period is consumed by transforming the image into Log-polar domain, computing 

the first principal component as described in sections (4.8and 4.10) and sampling the LPEI for 

extracting the eye shape points. After 15 msec, the initial eye shape is refined as described in 

section 4.11 and the final eye shape is obtained. 

Figure 4.20 shows the accuracy as a function of the number of test images. The proposed 

method and ASM use the same strategy to refine the eye shape deformations. The difference is 

that in ASM, the eye shapes are labeled in Cartesian coordinate system whereas the eye shapes 

are labeled in Log-polar domain in the proposed method. Figure 4.21 depicts the variance 

 

Fig. 4.20 The relationship between the accuracy and number of test images. 

.  
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accounted by each eigenvector based on Eq. (4.21). 

4.12.3. Discussion 

Illumination-insensitive eye shape detector has been implemented using PCA to interprete the 

 

Fig. 4.21 The relationship between the accounted variance and number of eigenvectors. 

 

Fig. 4.22 The robustness of the proposed method against lighting conditions. (a) The 

reference case, Log-polar eye image, Y channel and LPEI. (b) Increasing Y channel by 30 

intensity values. (c) Increasing Y channel by 70 intensity values. (d) Increasing Y channel 

100 intensity values. (e) Increasing Y channel by 120 intensity values. 
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eye color information. When lighting conditions vary in the middel range of brightness, red, 

green and blue channels are affected by the same amount of change. Therefore, each pixel in the 

eye image is converted into a representation of color variation by the first eigenvector.  

In order to investegate and emphsize this point, YCrCb color space is used. Y channel 

represents the brightness in the image. The brightness of an image is increased by converting the 

image into YCrCb color space, mainpulating the pixel values in the Y channel and finally 

conveting the channels (modified Y channel and CrCb) back into RGB color space.  

Figure 4.22 (a), from top, shows a Log-polar eye image, corresponding Y channels and 

LPEIs. The Y channel has been changed four times as demonstrated in Figs. 4.22(b-e). The 

change occures by increacing the Y channel for each pixel 30 , 70, 100 and 120 intensity values; 

respectively. The corresponding effects of changing can be observed in RGB image domain as 

well as the LPEI domain. The coorsponding LPEIs are almost not influnced by the change of 

lighting conditions except the last case which is out form  normal enviroment conditions. This 

proves the robustance of the proposed method agnaist the change of lighting conditions. 

Moreover and besides the previous advantage of PCA, a uniform distrbution of pixel 

values in each row of LPEI is obtained. This means the change of pixels are discribed by 

patterns not by its values. This eases segneficantly the detection operation. Thus, two templates 

are used to describe the change in patterns at the first subsector in LPEI.  

The existence of eyebrow must seriously be taken into account in Cartesian coordinate 

system. The eye shape may be attracted to the eyebrow instead of the eye contour (upper eyelid). 

In Log-polar domain, the eyebrow is guaranteed to be located in the second sub-sector. The 

second sub-sector has descending order of pixel values. Therefore, the eyebrow curve does not 

appear in the correlation result shown in Fig. 4.15(d). This makes the proposed method very 

robust and reduces eye shape deformations.  
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Figure 4.19 verifies that the initial eye shape suggested by the proposed method has a very 

high accuracy compared to the other two methods. The reason of this fact is the use of 

Log-polar transform. The eye contour exists along 𝜃 and the differences between the initial and 

exact eye shapes occur in log 𝜌 coordinates only. Another reason is the strategy of describing the 

eye shape points freely without relating each one to a specific location/structure-area on the eye 

contour (ex. the fifth point indicates the location of eye corner).  

Furthermore, detection time has been efficiently reduced because the proposed method 

does not use an iterative technique to search on the eye shape. It calculates the correlation 

between an LPEI and two templates that makes the detection time is fixed. This strategy 

prevents the eye shape to shrink into a point and ensures processing the eye images without 

running in an infinite loop for some complex eye states.  

The achieved accuracy by the proposed method is very high comparing with ASM and DT. 

The use of the eye model to correct the log 𝜌 deformations plays a main role in this result. By 

returning to labeling operation in order to implement this model, the correspondence between 

points from an image to another is preserved because the user has to focus only on 

log 𝜌 coordinate at fixed 𝜃 coordinates for all images. On the other hand, in ASM, the user must 

label each point to match the corresponding structure location (ex. the first point represents the 

location of eye corner) as well as he must label this point in correspondence with the other 

images. In other words, suppose we try to label the second point which is on the upper eyelid 

and has only one property that it must be between the eye corner (1
st
 point) and the middle point 

on the upper eyelid(5
th
 point). The user cannot guarantee that the 2

nd
 point will be labeled in the 

next image to describe the same structure because of different scale, rotation, eye state, human 

observation…etc. This leads to uncertainty in describing the eye state even after applying the 

alignment operation. Therefore, the Log-polar eye shape model is very robust comparing to that 
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used in Cartesian coordinate system in ASM.  

Figure 4.20 clarifies that the performance of the proposed method is very stable among the 

testing images. This is because of using PCA to deal with different lighting conditions and 

Log-polar transform to process different rotation, scale and rotation angles as well as the use of 

robust eye shape model to correct deformations. DT preformed nearly the same accuracy level 

in some cases. On the other hand, DT consumes long time to reach out this level. Therefore, if 

the aim is to track/detect the eye shape in real time, the proposed method is most appropriate.  

The most significant information can be extracted from Fig. 4.21 is the accounted variance 

by the first eigenvector. The first eigenvector represents the direction of the most variation in the 

manually labeled shapes whether in Cartesian coordinate system or Log-polar domain. In 

Cartesian coordinate system, the first eigenvector accounts around 62% of the total variance 

whereas it accounts around 85% in Log-polar domain. The reason is that the eye model in the 

proposed method represents the variation in log 𝜌 coordinates only as 𝜃coordinates are fixed. 

Therefore, the reforming process of deformations in Log-polar domain is very robust and can be 

achieved using only the first a few eigenvectors. This contributes significantly in reducing 

detection time and increasing the accuracy level.  

4.13. Conclusion 

In this chapter, a new eye shape detection technique has been introduced and detailed. The 

common approach to detect the eye shape or any object shape is to enhance the image such as 

increasing the quality in some areas and killing the details in others and then detecting the 

desired object. Unlike the conventional methods, the proposed method studies and analyzes the 

eye texture/shape in different domain. Therefore, the eye image is converted into Log-polar 
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domain and, the shape and pixel value models are implemented accordingly.  

Log-polar transform has been proven to be a baseline for implementing any eye shape 

detection technique. The eye structure matches the mapping strategy of Log-polar transform 

significantly. The eye contour exists along 𝜃 axis and the change of rotation is transformed into 

translation along this axis. This simplifies the problem of detecting eye shape points from 

searching on (x,y) coordinates in Cartesian coordinate system to search only on 

log 𝜌 coordinates. On the other hand the change of scale/size is converted into translation 

along log 𝜌 axis. Therefore, all eye states are explained by changing log 𝜌 coordinates and 

consequently a very robust eye shape model has been obtained.  

Out of the applications listed at the last section of the previous chapter, PCA is used to 

interpret the variance between eye color channels. The first principal component has 

demonstrated a very staple eye texture representation against a wide change of lighting 

conditions. Moreover, Log-polar transform is symmetric that enables a symmetric appearance of 

eye features. Upper and lower eyelids have convex curves as well as the two eye corners are in 

the same orientation. Therefore, by using these two properties, the pixel distribution in each row 

of an LPEI has been described by a uniform profile. The profile highlights a few patterns of 

changing of pixel values. One pattern of them indicates the location of the eye contour. Cross 

correlation based template matching is employed to detect the location of the eye contour 

contained in this pattern.   

According to the proposed method, a set of fixed steps must be achieved. Therefore, there 

is no need for using an iterative technique. This makes the performance very stable regardless 

the complexity of the eye state because detection time for each testing image is fixed. 

Consequently, the structure of the proposed method is very promising and appropriate for real 

time applications.   
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The experimental results have varied the robustness of the proposed method in order to 

detect the eye shape under different scales, rotations, translations, eye states and lighting 

conditions. Therefore, the proposed method outperforms the conventional methods by achieving 

high accuracy with considerable low detection time. 
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Chapter 5 

5. Eye Shape Detection in Log-Polar Domain 

Using Recurrent Neural Network 

5.1. General 

The Log-polar transform has been proven as a baseline for implementing an eye shape 

technique. As long as the eye contour exists along 𝜃 axis, whole eye states are represented by 

the change of log 𝜌 coordinates. Therefore, the strategy of detecting these log 𝜌 coordinates is 

the issue that can be investigated and achieved based on different concepts and approaches.  

In the previous chapter, PCA has been employed to describe the variation between RGB 

color channels of Log-Polar eye images. Two templates have been used to perform cross 

correlation on the testing images. The templates illustrate the pattern of pixel values around the 

eye contour in each row of LPEIs. This strategy of searching on log 𝜌 coordinates of the eye 

contour seems promising especially if the number of templates is increased to represent more 

verity of patterns.  

However, nothing prevents us to try other strategies to enhance and improve the 

performance. In this chapter, instead of using a stack of templates, the generalization capability 

of neural networks is utilized in order to detect log 𝜌 coordinates of eye contour. The pixel 

profile at each 𝜃 (modeling location) is considered as a discrete series of pixel values. First, a 

recurrent neural network (RNN) is used to model a pixel profile [91]. A short segment of pixel 
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values is moved pixel by pixel to visit all log 𝜌 coordinates along the profile. The segment is 

continuously presented to RNN which is expected to learn the change of pixel values in order to 

predict one pixel value ahead. After training the RNN, the eye contour location in the pixel 

profile is detected. 

In this chapter, a general biological concept of a neuron is given. The corresponding 

mathematical representation of the neuron (perceptron) is presented. A learning algorithm is 

explained to solve simple classification problems. The concept of perceptron is then extended to 

provide the rules of connecting neurons together. A multilayers neural network consisting of 

parallel connected neurons are discussed with corresponding developments of the learning 

algorithm. The notion of dynamic neurons is then highlighted and a recurrent neural network is 

built. The corresponding learning strategy is mathematically detailed. The prediction capability 

is then described in order to model the pixel values around the eye contour in a specific pixel 

profile. The recurrent network is expanded to increase the capability of modeling the pixel 

values and eye contour locations in different pixel profiles. All relative modifications, 

improvements and experimental results are deeply provided and discussed as well. 

The results verified that using neural network can enhance the performance of eye shape 

detection. Moreover, it paves the way to investigate different structures on neural network to 

achieve the same task.  
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5.2. Neural Network 

5.2.1. Introduction 

Neural networks are a very active and challenging field to be studied and analyzed. In 1943, a 

valuable study has been reported by McCullock and PittsBack that a neuron behavior can be 

explained by two states according to the value of some key-thresholds [92]. In 1960, limitations 

of a simple perceptron has been reported and proven by Minsky and Papert [93]. This study 

caused a shock for scientists and terminated the hope of stepping ahead in this field. In 1980, a 

considerable attention and interest have been renewed by Hopfield [94]. After getting a little 

attention since it has been invented, back propagation learning algorithm is employed to train 

multilayer perceptrons [95]. Many sophisticated methods have been then proposed for 

describing various models of neural networks as well as various approaches for learning these 

models such as [96-98]. Based on the huge achieved progress, the neural networks has been 

revolutionary intervened with all scientific researches and domains; engineering, chemistry, 

biology, medical, finance…,etc.  

The reason behind studying neural network is to better analyze and understand how the 

human brain works and behaves. In contrast, this leads to implement intelligent systems and 

develop machine learning algorithms. There are no common rules to address well how neural 

networks interact. Therefore, they are considered as a black box and classified under the concept 

of black mathematics that the mathematical model is known but the behavior is not predictable. 

On the other hand, this field is very interesting and challenging to be investigated. In this 

chapter, we try to provide simple and rough principles on the neural networks.   
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5.2.2. Biological structure of neuron 

The neuron is the smallest particular component in the brain [99]. The brain consists of around 

100 billion neurons interconnected by a very complex manner. Each neuron receives signals 

from a set of other neurons (around 10000) and sends its response to another set of neurons. The 

signals between neurons are sent by series via the connections electrically and chemically. 

Figure 5.1(a) shows the biological structure of a neuron. Neuron consists of cell body, nucleus, 

dendrites, axons and synapses. The cell body represents the human identity by nucleus which 

gives the form of DNA. A neuron contacts the other neurons using a vast net of dendrites as well 

as it transmits the processed information to the other neurons using axons. The connection 

points between the neurons whether in receiving or transmitting signals are called synapses. 

A neuron possesses two states that are determined by the cell body; active and deactivate. 

The cell body generates the signals by summing up the incoming activations with respect to 

time [100]. If the received signals are strong enough, the neuron changes its state to be active. 

Hence, this activation is sent via synapses and may contribute in activating the other neurons. 

As long as the incoming signals are summed up through the time, the output signals are 

generated in a series in the range of frequency between few hertz to hundreds. The range is very 

 

Fig. 5.1 Neuron structures. (a) Biological structure. (b) Mathematical structure 

(perceptron).  
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slow compared to any microcontroller cycling time. On the other hand, brain processes the 

information using a parallel distribution strategy [101]. Moreover, each neuron consumes 

around  10−6𝑗𝑜𝑢𝑙 whereas the artificial neuron in the supercomputers consumes 

around 10−10𝑗𝑜𝑢𝑙. This complex structure enables the brain to achieve very complex operations 

such as processing, analyzing, memorizing, recognizing, calculating and detecting all events 

that sensed by human.  

5.2.3. Mathematical model of neuron 

McCulloch and Pitts have proposed the first model of the neuron inspired by the biological 

structure [92]. Figure 5.1(b) shows the structure of the artificial neuron. The neuron receives the 

signals by dendrites. Therefore, the artificial neuron has n inputs. The received signals are sent 

by the other neurons in different activation levels. In the artificial model, a weight 𝑤𝑡ℎ is 

multiplied by each input  𝑖𝑛𝑡ℎ . A mathematical function 𝑛𝑒𝑡(. ) is used to determine the 

activation that simulates the process in the cell body and called internal output. Another function 

𝑓(. ) that gives the identity of the neuron is used to represent the external out value of the neuron. 

This function is called the activation function and it can be mathematically linear or non-linear. 

The state of neuron is decided based on comparing the activation value with 0. In order to 

provide more flexibility, a threshold 𝛼 is used to shift the output to the desired value of 

classification. This structure of neuron is called perceptron. The governing equation of the 

perceptron output 𝑂 is given by Eq. (5.2). 

    𝑛𝑒𝑡 = 𝑖𝑛1𝑤1 + 𝑖𝑛2𝑤2 + 𝑖𝑛3𝑤3 + ⋯+ 𝑖𝑛𝑛𝑤𝑛 − 𝛼 = ∑𝑖𝑛𝑖𝑤𝑖

𝑛

𝑖=0

= 𝐼𝑛.𝑊                              (5.1) 

    𝑂 = 𝑓(net)                                                                                                                                            (5.2) 

where 𝑖𝑛0 = −1 is called bias and 𝑤0 is the threshold 𝛼.   
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5.2.4. Mathematical operations by perceptron 

Perceptron is a very powerful tool to calculate many mathematical and logical operations. First, 

some logical operations are presented with assuming the weights are 1 as well as the activation 

function is logical. Consequently, the neuron has two fixed states. 

    𝑂 = {
1            𝑛𝑒𝑡 > 𝛼  
0         otherwise

                                                                                                                     (5.3) 

Figure 5.2(a) illustrates three cases of logical functions by a neuron. The switching between 

functions is determined by changing only the threshold value.  

Second, some mathematical functions are highlighted in Fig. 5.2(b) with assuming the 

activation function is linear. The sign of weights governs the calculation type whereas the 

corresponding values determine the function coefficients. Other algebraic functions can be 

typically represented using different activation functions and much more complex architecture. 

5.2.5. Behavior analysis   

Figure 5.3(a) shows an input space of a neuron that has two inputs and a linear activation 

function. The neuron output equation is linear and can be always considered as a line in two 

 

Fig. 5.2 Perceptron representation. (a) Logical operations. (b) Mathematical operations.  
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dimensions input space, Eq. (5.4).  

    𝑖𝑛2 =
−𝑤1

𝑤2
𝑖𝑛1 +

𝛼

𝑤2
                                                                                                                          (5.4) 

This line is called the decision boundary and it divides the input space into two regions; positive 

(shaded area above the boundary) and negative (non-shaded area below the boundary). The 

areas of the two regions are determined by 𝑤1, 𝑤2 and  α which describe the slope and 

intersection point of the decision boundary with 𝑖𝑛2 axis; respectively. The input sample is 

identified in the corresponding region based on the neuron’s response. Figure 5.3(a) 

demonstrates four sampling points classified according to their positions. Likewise, the straight 

line in two dimensions space is converted into a straight plane in three dimensions space as 

shown in Fig. 5.3(b).  

In conclusion, as long as the two groups of points are linearly separable by only one 

boundary, it is guaranteed to represent this boundary using a perceptron.     

5.3. Constructing learning rules 

A neuron can be simulated as a simple electrical circuit which consists of two on/off switches as 

inputs and an LED as the output as depicted in Fig. 5.4(a). The switches close the circuit and 

 

Fig. 5.3 Neuron input space. (a) In 2 dimensions. (b) In 3 dimensions.  
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permit the current to flow and reach the LED. We need the LED to be off when  𝑆1 =

on and 𝑆2 = off. Obviously, this is impossible to be achieved by the current structure. However, 

if 𝑆2 and 𝑆1have float terminals without any connection to the battery, the desired output can be 

obtained. Another order of switches and desired output impose a change in the circuit structure 

again.  

In order to make the circuit more flexible for any order and desired output, a changeable 

resistance is added to each input as demonstrated in Fig. 5.4(b). The resistance value controls 

the amount of voltage applied on the LED.  

In the neuron’s mathematical structure, the changeable resistances are analogue to the 

weights. The resistances are changed by the human who observes the corresponding output. 

Similarly, the weights should be tuned mathematically and this tuning process is called the 

learning operation. Each change of a single weight produces a new separating function 

according to Eq. (5.4). 

 In order to address learning issue, we should answer on the question: if we have a point 

in a space, what is the best way to classify it by a boundary? The answer is to match the normal 

of this boundary with the point in the space as shown in Fig. 5.5(a). Consider a set of points 

𝐼𝑛that are linear separable and we want to classify these points in two groups P and N according 

to the following conditions; 

 

Fig. 5.4 Matching neuron and electrical circuit structures. (a) Convectional circuit. (b) 

Intelligent circuit.  
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    𝐼𝑛  ∈ 𝑃           if      𝐼𝑛.𝑊 > 0                      

    𝐼𝑛  ∈ 𝑁           if      𝐼𝑛.𝑊 < 0                                                                                                              (5.5) 

where 𝑊 is a weight vector consists of 𝑊 = (𝑤1, 𝑤2). The points are illustrated as vectors in 

Fig. 5.5(b) with referring to the red points as those belong to N group. If W is set to equal 𝐼1, it 

would be guaranteed that  𝐼1 is classified properly by the decision boundary which is 

perpendicular to the weight vector as shown in Fig. 5.5(b). On the other hand, this approach is 

not appropriate because the other points are misclassified probably. The same risk will be faced 

for applying this strategy on the next point in the space.  

A promising solution is to add W to the current point. This procedure attracts W to the point 

in the same direction. Applying this operation iteratively on the points using the modified 

weight vector makes the decision boundary move until the correct classification is achieved. 

Figure 5.5(c) demonstrates the developing of the weight vector and classifying operation 

accordingly. One can observe that the length of the weight vector increases after each 

modification and the increment is less as the classification progresses. The weight vector is 

usually normalized to prevent any particular element to become largest and dominate the 

updating operation. Another important observation is that the decision boundary rotates around 

the origin according to the change of weights. This makes learning operation very slow and 

leads to fail in classifying some cases as illustrated in Fig. 5.5(d). Here we can deduce and 

 

Fig. 5.5 Point classification by a neuron.  
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highly appreciate the interagency of using the threshold 𝛼  to shift the decision boundary from 

the origin. To end this, each point tries to attract the weight vector into its direction and the 

operation is terminated when these forces become equal. 

5.3.1. Learning conditions 

The neural network is a supervised learning machine which means a teaching signal is used for 

each input to identify the corresponding desired output 𝑑𝑖 (response) of the neuron [102]. The 

strategy of updating the weight vector is to add the current point. Adding (in general concept) 

attracts the weight vector to the points in the space. Therefore, adding and subtracting of the 

weight vector to/from the points is done according to the desired output 𝑑𝑖 and the actual output 

of the neuron 𝑂𝑖. This rule is summarized as follows: 

if  𝑑𝑖 = 1  and 𝑂𝑖 < 0, 𝑡ℎ𝑒𝑛  𝑊𝑛𝑒𝑤 =  𝑊𝑜𝑙𝑑 +  𝐼𝑛𝑖 

if  𝑑𝑖 = −1  and 𝑂𝑖 > 0       𝑡ℎ𝑒𝑛  𝑊𝑛𝑒𝑤 =  𝑊𝑜𝑙𝑑 −  𝐼𝑛𝑖     

if  𝑑𝑖 = 𝑂𝑖       then  𝑊𝑛𝑒𝑤 =  𝑊𝑜𝑙𝑑   

Accordingly, the two groups N and P are equivalent to the outputs -1 and 1; respectively. The 

above conditions can be rewritten as follows: 

if 𝑒 > 0, 𝑡ℎ𝑒𝑛  𝑊𝑛𝑒𝑤 =  𝑊𝑜𝑙𝑑 +  𝐼𝑛𝑖 

if 𝑒 < 0       𝑡ℎ𝑒𝑛  𝑊𝑛𝑒𝑤 =  𝑊𝑜𝑙𝑑 −  𝐼𝑛𝑖 

if 𝑒 = 0       then  𝑊𝑛𝑒𝑤 =  𝑊𝑜𝑙𝑑 

where 𝑒 =  𝑑𝑖 − 𝑂𝑖 is the error signal and it is also called the teaching signal. The teaching 

signal reflects the neuron response to the inputs with respect to the desired output. The sign of 

the teaching signal indicates the current belonging of the input point to the two groups whereas 

the value indicates how the current neuron’s output far from the desired output.  

One should carefully notice that the sign of 𝑒 matches the mathematical operation between 
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current weight and input. Therefore, the previous three conditions can be combined by Eq. (5.5). 

    𝑊𝑛𝑒𝑤 =  𝑊𝑜𝑙𝑑 + 𝑒 ∗  𝐼𝑛𝑖                                                                                                                   (5.5) 

5.3.2.  Learning rules 

The aim in this section is to introduce the rules of how the weights can be tuned to match the 

desired outputs. Suppose a neuron is created with two inputs and a linear activation function as 

depicted in Fig. 5.2(b). A set of K inputs are presented with corresponding K desired outputs. An 

error function is defined by Eq. (5.6).  

    𝐸 = ∑
1

2
( 𝑑𝑖 − 𝑂𝑖)

2

𝑘

𝑖=1

= ∑
1

2
𝑒𝑖

2

𝑘

𝑖=1

                                                                                                    (5.6) 

The error surface is constructed in the weigh space and consists of valleys, mountains and 

sallow areas. We need to search on a position on the surface that has the smallest error value. 

The position coordinates corresponds to the optimal solution of classifying the input points. The 

common rule is to update the weights iteratively until reaching the optimal solution coordinates. 

The common updating rule is applied as follows: 

    𝑊𝑖 𝑛𝑒𝑤 = 𝑊𝑖 𝑜𝑙𝑑 + 𝜂
𝑑𝐸

𝑑𝑤𝑖
                                                                                                                   (5.7) 

where 𝜂 is the learning step which determines the amount of steeping down ahead the minimal 

peak on the surface. The term dE/d𝑤𝑖 describes how the error changes with respect to a small 

change in the weight 𝑤𝑖. In other words, it represents the slope in the direction of 𝑤𝑖  at the 

current solution point on the error surface. This term cannot be calculated directly and Chain 

rule is used [102].    

    
𝑑𝐸

𝑑𝑤𝑖
=

𝜕𝐸

𝜕𝑂𝑖

𝜕𝑂𝑖

𝜕𝑛𝑒𝑡𝑖

𝜕𝑛𝑒𝑡𝑖
𝜕𝑤𝑖

                                                                                                                     (5.8) 

where 𝜕E/𝜕𝑂𝑖 represents how the error changes when the neuron output changes and equals 



  
 

      | Eye Shape Detection in Log-Polar Domain Using Recurrent Neural 

Network 

124 

 

to −𝑒𝑖.  The term 𝜕𝑂𝑖/𝜕𝑛𝑒𝑡𝑖  represents how the neuron activation changes with respect to 

small change in the internal output of the neuron. This term actually is related directly to the 

activation function of the neuron and it is equal to one (1) when the activation function is linear. 

The term 𝜕𝑛𝑒𝑡𝑖/𝜕𝑤𝑖 describes how the internal output changes when a particular weight 

changes. This term is the corresponding particular input. By substituting these terms in Eq. (5.8), 

Eq. (5.9) is obtained. 

    
𝑑𝐸

𝑑𝑤𝑖
= −𝑒𝑖 ∗ 1 ∗ 𝐼𝑛𝑖                                                                                                                            (5.9) 

Hence, the final version of the updating weight equation is given as follows: 

    𝑊𝑖 𝑛𝑒𝑤 = 𝑊𝑖 𝑜𝑙𝑑 + 𝜂𝑒𝑖𝐼𝑛𝑖                                                                                                                (5.10) 

One can observe that the minus sign is disappeared because we step down on the error surface.   

5.4. Activation function 

In the previous sections, we used a linear function to skin out the internal output  𝑛𝑒𝑡𝑖 of the 

neuron. The activation function is very important in order to solve complex problems of 

classification and to make the neuron capable to deal with nonlinear issues. Figure 5.6 shows 

the profile of some activation functions. The most popular one to be used in neural networks is 

hyperbolic function which belongs to the sigmoidal function family.  

 

Fig. 5.6 Activation functions. (a) Linear function. (b) Step function. (c) Sigmoid function. 

(d) Hyperbolic function.  
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5.4.1. Hyperbolic activation function properties 

Equation (5.11) represents the mathematical form of the Hyperbolic function in two dimensions 

space in Fig. 5.6(d).  

    tanh(𝑛𝑒𝑡) =
𝑒𝑛𝑒𝑡 − 𝑒−𝑛𝑒𝑡

𝑒𝑛𝑒𝑡 + 𝑒−𝑛𝑒𝑡
                                                                                                             (5.11) 

The horizontal axis represents the internal output of the neuron 𝑛𝑒𝑡𝑖 whereas the vertical axis is 

the function value. The function is bounded in the range [-1 1]. Consequently, the neuron output 

will vary in the same range. This prevents the output to reach large values that may make the 

learning operation very hard. The function profile can be divided into three parts that to the 

nonlinearity characteristics: linear, exponential and saturated. In the linear part, the neuron is 

very sensitive to the change of the input. The sensitivity decreases towards the exponential part 

until vanishing in the saturated part. Based on this discussion, the function smoothly and 

continually changes from positive part to negative part and vice versa. 

5.4.2. Behavior of activation function during learning phase 

The activation function skins out the internal output of the neuron. Therefore, it must be 

differentiable to meet the requirements of the learning operation in Eq. (5.8), term 𝜕𝑂𝑖/𝜕𝑛𝑒𝑡𝑖 .  

Hence, the updating equation of weights becomes as follows: 

    𝑊𝑖 𝑛𝑒𝑤 = 𝑊𝑖 𝑜𝑙𝑑 + 𝜂𝑒𝑖(1 − 𝑂𝑖
2)𝐼𝑛𝑖                                                                                               (5.12) 

where  1 − 𝑂𝑖
2 is the differential form of the hyperbolic function. Figure 5.7(a) shows 

particularly, the differential profile (1 − 𝑂𝑖
2), the output profile 𝑂𝑖 and the error surface (error 

signal 𝑒𝑖) when the desired output 𝑑𝑖  is -1 and 1; respectively. 
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One can deduce directly that the derivative of the function is positive. When the internal 

output is zero, the derivative is at maximum as well as the error signal is at 1 or -1. 

Consequently, the term 𝑒𝑖(1 − 𝑂𝑖
2) is at the maximum value and 𝐼𝑛𝑖 will fully contribute in 

updating the weights (𝜂 = 1). On the other hand, the linear part of the hyperbolic function lies 

approximately in the range of [-0.4 0.4] of the internal output. The corresponding derivative 

value in this range is considerably large. Similarly, the updating amount of the weight is large 

and the error is significantly reduced in this area. If the neuron output is in the saturated part and 

the output matches the desired output, the error signal is zero and it is at maximum if the output 

completely mismatches the desired output.   

Based on the previous discussion, the neuron behavior is controlled by the change of the 

weight 𝑤. The value governs the slope (the neuron sensitivity) and the range of the linear part. 

The sign governs the slop direction and consequently the output sign. Opposite sign produces 

reverse function characteristics.  

The neuron can deal with points that distributed around the origin. In some critical cases, 

 

Fig. 5.7 Behavior of Hyperbolic function. (a) Learning operation signals. (b) Change of 

threshold. (c) Inversed function (inversed slop).  
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some points are very close to the origin and belong to two groups as illustrated in Fig. 5.5(d). 

The neuron slope will be very sharp and unstable to classify these points. Thus, the learning 

operation is very aggressive and the neuron gets saturated rapidly. Therefore, more dynamical 

properties in the neuron structure should be provided. This is achieved by adding the 

threshold 𝛼 = 𝑤0 which shifts the function horizontally from the origin with preserving the 

slope characteristics. The threshold facilitates the learning operation efficiently without reaching 

the saturation or unstable state. The effects of 𝛼 is plotted in Fig. 5.7(b-c) for positive and 

negative slope. 

5.5. 3D visualization of the neuron surface 

Figure 5.8(a) shows the neuron output surface in three dimensions space which is 

mathematically represented in Eq. (5.14). 

    𝑛𝑒𝑡 = 𝑖𝑛0𝑤0 + 𝑖𝑛2𝑤2 + 𝑖𝑛2𝑤2 = ∑𝑖𝑛𝑖𝑤𝑖

2

𝑖=0

= 𝐼𝑛.𝑊                                                              (5.13) 

    𝑂 = tanh(net)                                                                                                                                   (5.14) 

 

Fig. 5.8 Activation function. (a) Output surface in 3D. (b) Decision boundary by the 

surface in the weight space.  
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The same properties in the previous section are yielded. The difference is that 𝑤1 and 𝑤2 govern 

the slope in the vertical and horizontal directions. In other words, the change of slope in the 

vertical direction is similar to the slope concept in 2D space. On the other hand, the horizontal 

slope can be considered as rotation in the two dimensions space created by 𝑤1 and 𝑤2 as 

illustrated in Fig. 5.8(b). For example, if 𝑤1 = 𝑤2, the angle degree of the decision boundary is 

±45°. If 𝑤1 and 𝑤2have the same sign, the slope is negative and otherwise it is positive. 

𝑤0 has the same effect of shifting the surface far from the origin.  

In conclusion, the task of a neuron is to tune its surface parameters to fit the input points 

according to the desired outputs. The input points are fixed during the tuning operation. Tuning 

can be achieved by the learning technique detailed in section 5.3.2. This demonstrates the 

beauty of neural networks to change the neurons’ surfaces according to the problem in charge.  

5.6. 3D visualization of the error surface 

Intuitively, the need of presenting an example on a 3D error surface strongly arises to fully 

address the visualization concept. Figure 5.9(a) shows the error surface in the weight space 

constructed by summing two particular error surfaces. The two particular error surfaces are 

 

Fig. 5.9 Error surface. (a) Wrong weight initialization. (b) Proper initialization.  
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obtained by two input points that should be classified in two groups at different outputs; -1 and 

1 respectively. The surface is symmetric and consists of valley, hill and shallow areas.  

The learning technique searches on a point on the error surface that indicates the global 

minimum error value. Obviously, this point is located at the valley area. The corresponding 

point coordinates (weights) are the optimal solution of the classification issue. In other words, 

the learning technique updates the weights based on the current error value. Each update step 

moves the solution point on the error surface towards the global minima. Each update 

corresponds to a change in structure (parameters) of the neuron activation surface.  

One question can be highlighted is how to initialize the learning operation? Which is 

equivalent to what is the first location of the solution point on the error surface? The initial 

weight values determine the location of the solution point. Therefore, these values should be in 

the range out of identifying the shallow area whether at the beginning or during the learning 

operation progress. In the shallow area, the derivative (slope) of the activation function is zero 

and thus the weight will be not updated at all. Figure 5.9(a) illustrates this key-issue by showing 

the trajectory of the weights updating process. The blue point indicates the initial values (at the 

hill area) whereas the red point is the ending or stacking location of the learning operation. 

Based on the ending point, the neuron fails to classify the input points correctly according to the 

desired outputs. Figure 5.9 (b) shows another initializing weight values and the update trajectory 

ends in the valley area.  

It can be observed in the last case that the neuron successfully classifies the input points. 

The trajectory is very long and the learning operation consumes long time. On the other hand, 

the neuron has no bird’s view (aerial view) to see the best location on the error surface. The 

current studying issue is very simple because it is investigated in 3D space and the geometrical 

structure of the error surface is available. This issue becomes more complicated and just 
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imaginable in higher dimensions. Thus, only the current error value, input point, weights and 

desired output are provided.  

In conclusion, if the weights are very large, the neuron reaches the saturation region and 

the sensitivity becomes very high. Therefore, the best sufficient and safest choice of initializing 

the weights is to be in the linear part [-0.4 0.4] of the activation function where the updating 

step is very large.  

5.7. Neuron limitations 

The decision boundary of a neuron is represented as a straight line in 2D space and as a linear 

plane in the higher dimensions space. A single neuron has been presented as a very powerful 

classifier of two linear separable sets of points. On the other hand, this assumption has been 

disproved for some cases of point distribution. Figure 5.10(a) highlights the well-known XOR 

classifying problem by showing a set of points that are linearly separable. A single neuron 

cannot classify the points without misclassifying one point in the best solution. This is because 

only one straight line can be employed to fit the points.  

The optimal solution is to use two straight lines as shown in Fig. 5.10(b). Obviously, two 

neurons should be used to represent the two lines in the input space. The question can be pinned 

 

Fig. 5.10 XOR classification problem. (a) Wrong classification using one decision 

boundary. (b) Proper classification by two boundaries.  
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down is how to achieve this task and control the behavior of the two neurons in parallel? In 

order to answer this question, the multilayer perceptrons or neural network is presented. 

5.8. Multilayer perceptrons or neural networks 

Neural network is a tool inspired by how the human brain works. A neural network consists of 

three layers; input, hidden and output as shown in Fig. 5.11. The input layer represents the 

number of input junctions. The hidden layer contains a set of neurons that called the hidden 

neurons. The name is originated by the fact that these neurons have no direct terminal to the 

external environment. The output layer contains one neuron or more depending on the 

application. Each neuron receives the inputs from previous layer and sends its activation to the 

next layer. The activations are delivered via a set of weighted connections. The values of 

weights represent the strength between neurons.  

The essence of the neural networks is the magical use of hidden neurons. By returning back 

to the XOR classification problem, the inputs are sent to the two hidden neurons. Each neuron 

tries to see the input space from a different perspective. The output neuron has an input space as 

well. This space is constructed by the two activations of the hidden neurons. In other words, the 

 

Fig. 5.11 Multilayer perceptrons (network).  
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output neuron sees the outputs of the hidden neurons and tries to classify them linearly. These 

operations in the hidden and output layers are achieved significantly by tuning the 

corresponding weights using learning technique (back-propagation technique) [91].   

The error surface 𝐸 is constructed by summing up the particular error surfaces 𝑒𝑘that 

generated by subtracting the network output 𝑂𝑢𝑡𝑘 from the corresponding desired outputs 𝑑𝑘.  

    𝐸 = ∑
1

2
( 𝑑𝑘 − 𝑂𝑢𝑡𝑘)2

𝑁

𝑘=1

= ∑
1

2
𝑒𝑘

2                                                                                            (5.15)

𝑁

𝑖=𝑘

 

The same strategy of updating the weights of a neuron is used as in Eq. (5.16). On the other 

hand, the structure of the neural network imposes some particular updating rules related to each 

layer.  

    𝑊 𝑛𝑒𝑤 = 𝑊𝑜𝑙𝑑 + 𝜂
𝑑𝐸

𝑑𝑤
                                                                                                                     (5.16) 

Updating rules in the output layer: 

The inputs of the neuron in the output layer are the outputs 𝑂𝑗 of the hidden neurons 𝑂1 and 𝑂2. 

These outputs are sent via two weighted links. The neuron output equation is given as follows: 

    𝑛𝑒𝑡 𝑘 = ∑𝑤𝑗𝑘  𝑂𝑗                                                                                                                             (5.17)

2

𝑗=1

 

    𝑂𝑢𝑡𝑘 = tanh(𝑛𝑒𝑡 𝑘)                                                                                                                        (5.18) 

where 𝑤 𝑗𝑘  is the weight between 𝑗𝑡ℎ hidden neuron and 𝑘𝑡ℎoutput neuron.  

    
𝑑𝐸

𝑑𝑤𝑗𝑘
=

𝜕𝐸

𝜕𝑂𝑢𝑡𝑘

𝜕𝑂𝑢𝑡𝑘
𝜕𝑛𝑒𝑡𝑘

𝜕𝑛𝑒𝑡𝑘
𝜕𝑤𝑗𝑘

                                                                                                         (5.19) 

    
𝑑𝐸

𝑑𝑤𝑗𝑘
= −𝑒𝑘(1 − 𝑂𝑢𝑡𝑘

2)𝑂𝑗                                                                                                              (5.20) 

Updating the weights in the hidden layer: 

A hidden neuron receives the inputs from the input layer and calculates the output using Eq. 

(5.22).  
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    𝑛𝑒𝑡𝑖 = ∑𝑤𝑖𝑗  𝐼𝑛𝑖

2

𝑖=1

                                                                                                                            (5.21) 

    𝑂𝑗 = tanh(𝑛𝑒𝑡 𝑖)                                                                                                                              (5.22) 

where 𝑤𝑖𝑗 is the weight between 𝑖𝑡ℎ input and 𝑗𝑡ℎhidden neuron. 

    
𝑑𝐸

𝑑𝑤𝑖𝑗
=

𝜕𝐸

𝜕𝑂𝑢𝑡𝑘

𝜕𝑂𝑢𝑡𝑘
𝜕𝑛𝑒𝑡𝑘

𝜕𝑛𝑒𝑡𝑘
𝜕𝑂𝑗

𝜕𝑂𝑗

𝜕𝑛𝑒𝑡𝑖

𝜕𝑛𝑒𝑡𝑖
𝜕𝑤𝑖𝑗

                                                                                   (5.23) 

    
𝑑𝐸

𝑑𝑤𝑖𝑗
= −𝑒𝑖(1 − 𝑂𝑢𝑡𝑘

2)𝑤𝑗𝑘(1 − 𝑂𝑗
2) 𝐼𝑛𝑖                                                                                    (5.24) 

It can be deduced that 𝑤𝑗𝑘  appears in the two updating rules. Therefore, the weight in the 

hidden layer are first updated and then those in the output layer. The term δ = −𝑒𝑖(1 −

𝑂𝑢𝑡𝑘
2) is back-propagated from the output layer to the input layer. 

The working strategy of the neural network can be summarized by two steps; feedforward 

and back propagation. In the feedforward step, the weights are fixed, the inputs are changed and 

the outputs of all neurons are calculated. This is the reason of calling this kind of neural network 

feed-forward neural network. In the back-propagation step, the error is calculated and the 

weights are updated. This is the reason of calling the learning technique back-propagation.  

5.9. Recurrent neural network 

In the previous section, given a set of points that describe unknown distribution, the neural 

networks are able to discover and model this distribution based on some examples encoding the 

input/output behavior. The modeling is done by fitting the point distribution by a set of lines. 

The lines divide the distribution into independent regions. Each region identifies the points 

according to corresponding teaching signal (or desired output). The output neuron of the neural 

network classifies these regions into only two groups. If the neural network is trained properly, 

it can perform generalization instead of fitting the point distribution [104]. The neural network 
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intelligence is evaluated by increasing the capability of this main issue. Once the network has 

the capability of generalization, it can be also employed to predict the future values of the 

function through the time. The design of the neural network structure plays the main role to 

improve the term of prediction. Recurrent Neural Network (RNN) has been introduced as a very 

powerful structure for future prediction based past events learning [105].  

RNN can be used in either continuous or discrete time domain. This increases the potential 

of wide applications in dynamical systems. The neurons in feed-forward neural networks are 

connected to each other by direct forward connections. In RNN, neurons have recurrent 

connections (feedback loop) to enable the network to attract and analyze the dynamic aspects of 

the modeling function and store some information for future use [106]. In other words, RNN has 

a memory space and it can control the angle between a vector and its projection in this space 

whereas the angle is fixed in the feedforward network [107][108]. Hence, the past states of the 

neurons are used as a part of the current input. This increases the generalization capability. 

Moreover, RNN runs continuously that meets the requirements of scanning process such as 

searching on the eye contour location in a pixel profile.   

5.9.1. Recurrent neuron structure 

Figure 5.12 shows the structure of a neuron that can be an element in RNN. The neuron has a 

recurrent connection. The recurrent connection sends back the output into the input. The 

recurrent connection is weighted as the feedforward connection of the input in. Intuitively, the 

recurrent weight 𝕨1can be tuned and updated as the feedforward one 𝑤1 and the amount of the 

output value that sent back changes accordingly. Equation (5.25) governs the behavior of the 

recurrent neuron at k +1discrete step. 
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    𝑛𝑒𝑡(𝑘 + 1) = 𝑖𝑛(𝑘) ∗ 𝑤 + 𝑂𝑢𝑡(𝑘) ∗ 𝕨                                                                                      (5.25) 

    𝑜𝑢𝑡(𝑘 + 1) = tanh(𝑛𝑒𝑡(𝑘 + 1))                                                                                                 (5.26) 

Suppose that the neuron runs and processes the input/previous-output continuously using 

Eq. (5.26). The term 𝑜𝑢𝑡(𝑘 + 1) means that the neuron tries to predicate one future value ahead. 

The prediction is done using the current input and weighted previous output (dynamics). Thus it 

can be said that the neuron memorizes the previous state somehow and 𝕨1 controls the memory 

resolution. The memory resolution is how much the amount of information will be stored in the 

memory for the next cycle.  

5.9.2. Learning of single recurrent neuron 

The same strategy of training feedforward neuron can be employed to train a recurrent neuron. 

On the other hand, some differences exist due to the recurrent neuron structure. A continuous 

input signal (series) 𝑖𝑛(𝑘)is used as well as the corresponding series of desired outputs 𝑑(𝑘). 

The error 𝐸(𝑘) should be processed at the current moment. 

    𝐸(𝑘) =
1

2
(𝑑(𝑘) − 𝑂𝑢𝑡(𝑘))

2
=

1

2
𝑒2(𝑘)                                                                                     (5.27) 

The weights are updated using Eq. (5.28). 

    𝑊(𝑘) 𝑛𝑒𝑤 = 𝑊(𝑘)𝑜𝑙𝑑 + 𝜂
𝑑𝐸(𝑘)

𝑑𝑊
                                                                                                (5.28) 

 

Fig. 5.12 Recurrent neuron.  
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The term 𝑑𝐸(𝑘)/𝑑𝑊 describes how the error at the current input sample changes with respect 

to the weight change. Because of the structure, this term must be calculated individually for 

each type of weight.  

    
𝑑𝐸(𝑘)

𝑑𝑤
=

𝜕𝐸(𝑘)

𝜕𝑂𝑢𝑡(𝑘)

𝜕𝑂𝑢𝑡(𝑘)

𝜕𝑛𝑒𝑡(𝑘)

𝜕𝑛𝑒𝑡(𝑘)

𝜕𝑤
                                                                                          (5.29) 

    
𝑑𝐸(𝑘)

𝑑𝑤
= −𝑒(𝑘)(1 − 𝑂𝑢𝑡2(𝑘))

𝜕𝑛𝑒𝑡(𝑘)

𝜕𝑤
                                                                                   (5.30) 

    
𝜕𝑛𝑒𝑡(𝑘)

𝜕𝑤
= 𝑖𝑛(𝑘) +

𝜕𝑂𝑢𝑡(𝑘 − 1)

𝜕𝑤
𝕨                                                                                            (5.31) 

The above equations show the rule of updating the feedforward weight. The second term in the 

last equation is considered as an extra term of the normal updating rule. This term appears 

because of the recurrent connection. 

    
𝑑𝐸(𝑘)

𝑑𝕨
=

𝜕𝐸(𝑘)

𝜕𝑂𝑢𝑡(𝑘)

𝜕𝑂𝑢𝑡(𝑘)

𝜕𝑛𝑒𝑡(𝑘)

𝜕𝑛𝑒𝑡(𝑘)

𝜕𝕨
                                                                                          (5.32) 

    
𝑑𝐸(𝑘)

𝑑𝕨
= −𝑒(𝑘)(1 − 𝑂𝑢𝑡2(𝑘))

𝜕𝑛𝑒𝑡(𝑘)

𝜕𝕨
                                                                                   (5.33) 

    
𝜕𝑛𝑒𝑡(𝑘)

𝜕𝕨
= 𝑂𝑢𝑡(𝑘 − 1) +

𝜕𝑂𝑢𝑡(𝑘 − 1)

𝜕𝕨
𝕨                                                                                 (5.34) 

The above equations address the rules of updating the recurrent weight. The input does not 

appear in this question because it is independent. On the other hand, this form can be interpreted 

by taking into account that the weight and output are changeable (variables).  

In conclusion, two gradients information of the two weights affect the development of the 

learning operation. The change of the feedforward weight matters in the current input whereas 

the change of the recurrent weight lasts forever because if the input is zero, the output will be 

not zero and the weighted previous state will affect the output. This training or learning strategy 

of the RNN gives the ability of modeling the oscillations [109]. 
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5.10. Recurrent neural network structure 

After providing a simple explanation on the neural networks to construct a good background, 

we aim to involve this learning mechanism in order to detect the eye contour in the log-polar 

eye image. We consider a pixel profile at 𝜃 as a series of pixel values that change along 

log𝜌 axis (at each log𝜌 coordinate step). A recurrent neural network will be trained in order to 

predict the pixel value one step ahead (at the next  log𝜌 coordinate) using a set of previous 

inputs, past states and current input. Obviously, this task cannot be achieved using only one 

recurrent neuron and the high capability of modeling nonlinearity in the hidden layer is needed. 

Consequently, a recurrent neural network is constructed.  

According to the architectures, RNN is classified into two types; fully connected and 

partial connected networks. In the first type, a neuron can be connected to any neuron regardless 

the layer. Second type is created by breaking this freedom of connection style [110]. Therefore, 

there are different types of recurrent neural network structures [111]. 

Besides the advantages of using recurrent connections, the network suffers from stability 

 

Fig. 5.13 Recurrent neural network.  
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because the recurrent connections may lead the network to an unstable behavior without 

reaching the error convergence. In order to settle this problem, a proper structure and learning 

technique should be used 

Figure 5.13 shows the general structure of the network that will be used for detecting the 

eye contour. It is a fully connected network and consists of three layers; input, hidden and 

output. Hence, each neuron receives signals from the other neurons as well as its previous state. 

In other word, each neuron has explicit knowledge of the complete state of the network which 

increases the stability. The input layer consists of l inputs; one delivers the current input at the 

moment and the others are previous inputs. The output layer has one neuron and its output is 

one step ahead. This means the prediction capability of the network is used. 

5.10.1. Learning recurrent neural network 

In order to train the network, the error 𝐸(𝑘) between the desired output d(k) and the actual 

network output Out(k) must be minimized. As long as the network is employed for prediction, 

the desired output is one step ahead. This can be done using the gradient descent rule shown in 

Eq. (5.36). 

    𝐸(𝑘) =
1

2
(𝑑(𝑘 + 1) − 𝑂𝑢𝑡(𝑘))

2
=

1

2
𝑒2(𝑘)                                                                             (5.35) 

    Δ𝑤 = −𝜂
𝑑𝐸(𝑘)

 𝑑𝑤𝑖𝑗
                                                                                                                               (5.36) 

In order to update the neurons’ weights, we unify the representation of neuron terminals 

(input/output) by 𝑦ℎ. Thus, I denotes current/previous inputs, C denotes bais b and U denotes a 

neuron output O, as follows: 

    𝑦ℎ(𝑡) = {
𝑖𝑛ℎ(𝑘)    if ℎ ∈ 𝐼

𝑏 = −1    if  ℎ ∈ 𝐶
𝑂ℎ(𝑘)       if  ℎ ∈ 𝑈

}                                                                                                        (5.37) 
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The output of ℎ𝑡ℎ neuron is given by Eq. (5.39). 

    𝑛𝑒𝑡ℎ(𝑘) = ∑ 𝑤ℎ𝑙𝑦𝑙(𝑘)                                                                                                              (5.38)

𝑙∈𝑈∪𝐼

 

    𝑂ℎ(𝑘 + 1) = 𝑓(𝑛𝑒𝑡ℎ(𝑘))                                                                                                               (5.39) 

where f (.) is the output activation function. The activation function has a significant role to 

model the nonlinearities of pixel values in the eye profiles. Therefore, the standard sigmoid 

function is used to represent the neurons’ outputs. Notice that the output of a neuron described 

by Eq. (5.39) is not affected by the previous input until step 𝑘 + 1. This fact matches the 

prediction purpose. 

The gradient step of a neuron output (activation 𝑂ℎ(𝑘)) with respect to its internal output 

(𝑛𝑒𝑡ℎ(𝑘)) is given by Eq. (5.40). 

    
𝜕𝑂ℎ(𝑘)

𝜕𝑛𝑒𝑡ℎ(𝑘)
= 𝑂ℎ(𝑘) ∗ (1 − 𝑂ℎ(𝑘))                                                                                               (5.40) 

The sensitivity of a neuron output to a small change in weights of its input connections is 

calculated as follows: 

    
𝜕𝑂ℎ(𝑘)

𝜕𝑤𝑖𝑗
=

𝜕𝑂ℎ(𝑘)

𝜕𝑛𝑒𝑡ℎ(𝑘)

𝜕𝑛𝑒𝑡ℎ(𝑘)

𝜕𝑤𝑖𝑗
                                                                                                     (5.41) 

    
𝜕𝑛𝑒𝑡ℎ(𝑘)

𝜕𝑤𝑖𝑗
= ∑ 𝑤ℎ𝑙

𝜕𝑂𝑙(𝑘)

𝜕𝑤𝑖𝑗
+𝛿𝑖ℎ𝑦𝑗(𝑘)

𝑙∈𝑈∪𝐼

                                                                                  (5.42) 

where 𝛿𝑖ℎ  is the Kronecker delta function and equals to one if and only if i=h, otherwise it is 

zero. The term 𝑤ℎ𝑙 ∗ 𝜕𝑂𝑙(𝑡)/𝜕𝑤𝑖𝑗  represents explicitly the effect of changing the other 

neurons’ outputs with respect to 𝑤𝑖𝑗  of other neurons.  

Recurrent neural network seems to be a very promising tool to model the change of pixel 

values around the eye contour in a pixel profile. Moreover, the generalization capability can be 

used for dealing with different lighting conditions instead of using only two templates as in the 

previous chapter. In the next section, we explain the proposed approach for detecting the eye 
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contour in the pixel profiles. 

5.11. Experimental Results 

5.11.1. Setup and methodology 

In this section, we want to highlight setup parameters of the neural network with. The setups of 

ASM and DT are the same as explained in the previous chapter as well as the same two 

databases, eye shape description, manually labeling operation and the accuracy/comparison 

rules are used. 

The recurrent network has the order of neurons of 20-20-1 for input, hidden and output 

layers; respectively. The activation function of a neuron output is the standard sigmoid function. 

The 𝜃 sampling rate is S=22. Therefore, each eye profile contains 1X256 pixels and each image 

is represented by a series of N=16 eye profiles. Consequently, this series consists of 16*256 

pixel values. 

In training stage, we used 50 eye images to train the recurrent neural network by 5000 

epochs. Each eye image is converted into grayscale, rescaled between 0 and 0.9 and then 

transformed into a series of eye profiles according to the 𝜃 sampling rate S. The pixel values at 

 

Fig. 5.14 (a) Log-polar eye image in grayscale. (b) Pixel profiles at different 𝜃.  
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the locations of the eye contour, obtained by manually labeling operation, have been modified to 

take 0.8. It has not been changed to 1 to avoid the saturation of the activation function that may 

lead the network to be unstable. 

In detection stage, once a new image is given, the image is converted into grayscale, 

rescaled to the range [0 0.9] and Log-polar transformed. The Log-polar transformed image is 

then converted into a series of N=16 eye profiles. The recurrent network then tries to 

predict/detect the eye contour locations in these profiles.  

5.11.2. Results  

Figure 5.14 shows a Log-Polar eye image with some pixel profiles taken at different 𝜃. 

Figure 5.15(a) shows particularly the eye profile, green signal, at 𝜃 = 22°. This profile is called 

raw signal. The raw signal is modified at the eye contour location to have a pulse with value of 

 

Fig. 5.15 (a) Training strategy using one pixel profile. (a) Raw signal. (b) Modified signal. (c) 

Predicted signal. (d) Predicted signal of different profile. 
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0.8 as illustrated in Fig. 5.15(b). The modified signal is used to train the recurrent network in 

order to predict one future step. Once learning operation is done, the raw signal is presented to 

the trained network. The network predicts one value ahead and generates correctly a pulse at the 

location of the eye contour as shown in Fig. 5.15(c).  

Figure 5.15(d) shows the eye profile at 𝜃 = 34° of the same eye image. This profile is 

presented to the trained network and a predicted signal is generated. The predicted signal 

possesses a sharp pulse that is expected to indicate the location of the eye contour in the eye 

profile. 

Figure 5.16(a) shows a series of N=16 eye profiles. These eye profiles represent an eye 

image sampled according to the modeling location strategy (sampling rate S=22). The series is 

modified to have sharp pulses at the actual locations of the eye contour in the image as shown in 

Fig. 5.16(b). The modified series is considered as a training signal and used to train the network. 

 

Fig. 5.16 (a) Training strategy using a set of pixel profiles. (a) Raw signal. (b) Modified 

signal. (c) Predicted signal.  
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After training, the raw series, which has no sharp pulses, is presented and a predicted signal is 

obtained as illustrated in Fig. 5.16(c).     

Figure 5.17 shows some testing eye images with different scales, rotation angles and 

lighting conditions. The corresponding exact eye shapes are manually labeled by N=16 points as 

illustrated in red points. The predicted eye shapes by the trained recurrent neural network are 

shown in green points. 

Table 1 concludes the results of eye shape detection using the proposed method, ASM and 

DT. 300 eye images have been randomly taken from the two databases for this experiment. The 

table includes three comparative components; detection time, accuracy obtained and number of 

iterations. 

 

Fig. 5.17 Eye shape detection. The green shapes represent the detected shape by the 

trained network. The red shapes represent the exact eye shapes that manually labeled.  

Table 1. Comparison between ASM, DT and the 

proposed method. 

Method Accuracy% Iteration Detection 

Time(msec) 

ASM 69 20 85 

DT 85 12 240 

Proposed Method 90 - 65 
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5.11.3. Discussion 

The eye profile is simple and its nonlinearity is not so high. The structure in Fig. 5.13 enables 

the network to learn very high nonlinear functions. This powerful performance is governed by 

the recurrent connections between the neurons themselves and each other. Figure 5.15 proves 

this point by showing the predicted signal of an eye profile. On can observe that there is a 

difference in magnitude between the training and predicted signals especially at the actual 

location of the eye contour. This difference doesn’t affect the results because the most 

significant information is the location of the rapid and sudden pixel change in the predicted 

signal. As long as the pixel values of an eye profile change smoothly, a sharp change is 

guaranteed to be generated by the recurrent neural network one time along the eye profile.  

On the other hand, the difference between two eye profiles in the same eye image is 

proportional to ∆𝜃 as highlighted in Fig. 5.14(b). Based on learning the raw eye profile in Fig. 

5.15(a), the network was able to predict correctly the location of the eye contour which is 6 

degrees distant, Fig. 5.15(d).  

According to the conducted experiments, the recurrent network has provided low 

performance and almost failed to predict the correct locations of the eye contour when the 

distance of an eye profile is approximately larger than 10 degrees from the training eye profile. 

Therefore, the sampling rate S must be selected carefully. 

In order to make the network more flexible and robust to deal with different eye profiles of 

various eye images, we trained the network using a series of eye profiles that extracted from 

different eye images at fixed sampling rate S as shown in Fig. 5.16(a). We guess that this 

strategy enables the network to learn various patterns of the pixel profiles. Although, it enables 

the network to learn the frequency of the sharp pulses. Consequently, RNN models the eye 

shape as well. Therefore, the performance has surprisingly improved as illustrated in Fig. 5.16. 
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Figure 5.17 demonstrates the performance of the proposed method to detect the exact eye 

shapes of the testing images. The accuracy is high and the detected points almost match the 

manually labeled points (exact eye shape). 

The proposed method outperforms ASM and DT as highlighted in table 1. ASM and DT use 

an iterative strategy to detect the eye shape whereas the proposed method needs to achieve 

constant steps. This reduces significantly the detection time. The accuracy yielded is high 

because of using the prediction ability of the recurrent neural network to detect the eye contour 

as well as its generalization capabilities to deal with new eye profiles. 

We don’t claim that the presented structure of the network is the best for modelling and 

predicting the eye profiles. On the other hand, we tried to use the same structure as a 

feedforward network without any recurrent connections. The prediction ability was very low. 

Moreover, recurrent neural networks have widely been employed in neuro-control applications 

to be learned in real time. Therefore, the weights of the learned recurrent network can be 

updated online to track the eye shape in real time. This work is left to be investigated in future.  

5.12. Conclusion 

As it has been mentioned in the previous chapter, processing the eye shape in the Log-polar 

domain is the baseline for implementing any detection technique. On the other hand, searching 

on the eye contour location in a pixel profile can be achieved using many techniques.  

In this chapter, a brief introduction on neural network has been given. Feedfroward neural 

network has been investigated in details for initializing a good understanding of the concept of 

how a neural network can learn different type of function.  

The eye profile is considered as a series that changes at each proceeding step along logp 
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axis. Therefore, a recurrent neural network has been presented as a powerful tool of prediction. 

The recurrent network has been first trained to predict the location of the eye contour in a pixel 

profile. This approach has showed a weak performance in terms of generalization. The network 

was not able to detect correctly the eye contour location in different profiles. Therefore, the 

learning strategy has been changed to train the network using a set of eye profiles from different 

images. The performance has been significantly improved and the network has modeled the 

change of pixel values in the eye profiles as well as the change of the eye shape. 

The results have verified that the proposed method performs high accuracy with noticeably 

reducing of detection time compared to the conventional methods. 
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Chapter 6 

6. Thesis Summary and Common Conclusion 

The human eyes provide very significant information to be extracted and analyzed. This 

information can be utilized to solve various real time problems and to facilitate achieving many 

actions that human does using hands. Therefore, eye is a very promising and interesting 

interactive element. We expect that the relevant applications in real time systems will be rapidly 

grown in the close future. Consequently, we took this fact into account and turned our attention 

to propose and improve some eye feature extraction techniques. On the other hand and in order 

to make this thesis more valuable, some mathematical issues have been explained to simulate 

the human visual system. Therefore, a brief description on this system has been presented earlier 

with referring frequently to the related concepts through the thesis context. 

In this thesis, eye features are described by the eye contour which consists of two eye 

corners, upper eyelid and lower eyelid. These features are combined into a common 

representation called eye shape. The eye shape consists of a set of points that distributed equally 

on the eye contour. This approach of the eye contour representation is very efficient to provide 

more flexibility of general use according to the user’s target application.  

A lot of difficulties can be faced in order to detect the eye shape as well as vast parameters 

can influence the detection operation. We constrained these parameters and difficulties into 

some key points that are most important according to our opinion, or at least, have the higher 

priority to be solved in the implementation process. The problems are as follows: 
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- Different lighting conditions: human eye has a very complex texture. Light influences this 

texture by changing the pixel values in the digital image domain. On the other hand, 

different skin color can be thought of as a part of the problem. 

- Different scale: human eye has a complex structure to be studied geometrically. The eye 

shape provides somehow a common representation on this structure. The scale is described 

as the change of the eye state or the distance from the camera. This problem is related to 

how the pixels of the eye contour change in their positions individually. 

- Different rotation angles: this problem is also related to the eye structure but it can be 

described as different appearance of the eye at different angles. The eye is considered as a 

rigid component and hence the positions of pixels of the eye contour change unitedly and 

collectively.  

- Different translations: translation can be thought of as rotating the human face around Y 

axis in 3D system. As long as we deal with 2D digital image domain, the change of this 

parameter can be approximated to change in scale. On the other hand, the eye area “eye 

image” is detected using some object detector [72]. Due to some unexpected conditions 

such as noise, the detector may fail in locating the eye at the image center perfectly. 

Therefore, some slight translations along X and Y axes may occur.   

Active Shape Model was the first technique that put in the picture to be investigated and applied 

for eye shape detection. The standard ASM has performed very low accuracy and consumed 

long detection time. This is because of suffering and low capabilities to deal with all above 

problems.  

We tried to enhance the performance in two phases; initial estimation and searching 

operation. In the initial estimation phase, ASM uses a global shape called mean eye shape to 

explain the general eye state. Therefore, ASM considers the mean shape as the initial estimation 
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of the eye contour in testing images. This means that ASM is a blind technique because it has no 

prior knowledge on the eye structure. Thus we provided some intelligence to this technique 

using object recognition based PCA. The object recognition technique tries to understand the 

eye geometrical structure in the testing images. A testing eye image is compared with a set of 

eye images in a database. Based on the comparison result, an eye image that best describes the 

eye structure in the testing image is recognized. The exact eye shapes of the images in the 

database are known and manually labeled. Therefore, the eye shape of the recognized image is 

fitted to the testing eye image as an initial estimation. Hence, if the database contains M images, 

that means one of the corresponding M exact eye shapes will be used as an initial estimation 

instead of using mean eye shape for each testing image.  

In the second phase, we enhanced the local representation of the pixel values around the 

eye shape points using sub-image strategy. ASM uses mean profile vector as a common 

descriptor of the pixel values around the eye shape points. This vector contains only a few 

pixels and lies in one direction. It provides a weak performance in order to detect the eye 

contour location accurately. In contrast, a sub-image lies in two directions and contains larger 

number of pixels. It provides significant information on the local structure at the eye contour as 

well as it describes the change of pixel values more effectively. As long as a sub-image contains 

a large number of pixels, the searching operation consumes extra time comparing to the use of 

mean profile vectors. This problem has been efficiently solved using PCA capabilities in terms 

of data reduction. Moreover, searching on the eye contour location in principal component space 

has achieved better performance against the change of lighting conditions. 

The improved ASM outperformed the standard ASM in terms of accuracy, detection time 

and stability. The use of PCA has reduced the error of the initial estimation of the eye contour 

around 50% compared with the use of the mean eye shape. On the other hand, the use of 
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sub-image approach has enabled the searching operation to be very smooth, increased the 

accuracy of the final detection and decreases the number of iterations around 40%. 

Consequently, the detection time has been reduced to 60 msec compared to around 200 msec 

consumed by standard ASM.  

--------------------------------- 

ASM has turned our attention into a very considerable issue that can affect the performance of 

any real time algorithm negatively. This issue is the use of an iterative strategy in order to search 

on eye shape points. During the evaluating of ASM performance, we observed that each testing 

image consumes different number of iterations depending on the eye structure and state. 

Therefore, the corresponding detection time is not fixed. If any technique that uses an iterative 

strategy (ASM, AAM,DT) is employed in a real time system, it is not guaranteed that the system 

will continually tracking the eye contour because ASM may stuck and run in an infinite process 

loop. Consequently, the algorithm stops to process the eye shape through time. Moreover and 

instead of the proposed improvements, ASM is still a risky choice due to the high freedom 

degree of changing of the eye contour parameters in Cartesian coordinate system. 

Based on the above observations, we turned to think about implementing a more robust 

technique. Unlike the other approaches of implementing or involving many techniques to 

enhance the image texture or to highlight the eye features by applying some filters or high level 

image processing algorithms, we thought of changing the processing domain before applying 

such techniques. We considered perfect appearance conditions of the eye in the image that is 

located in the image center (no translations), has an open state with a good scale and has a zero 

rotation angle (the two eye corners are perfectly aligned horizontally).  

From a theoretical point of view, if the origin of Cartesian system is shifted to be at the 

image center, the image can be fully scanned by a line originates from the center and rotates 
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around for 360°. The scanned pixels at each particular angle can be remapped into a vertical 

stack. This stack creates a new image whose vertical axis can be named as 𝜃 axis and the 

horizontal axis is the 𝜌 axis. Obviously, this mapping strategy expresses Polar coordinate 

system. The scanned line intersects with the eye contour at each 𝜃 . Therefore, each row in the 

polar "image represents the eye contour in a pixel. The location of this pixel changes from row 

to row to fully represent the eye contour along 𝜃 axis.  

A question can be highlighted is “what happens if the eye rotates around the center in 

Cartesian coordinate system?” Intuitively, the image is scanned again by the line and the eye 

contour will be fully represented along 𝜃 axis. The difference is only in changing the eye 

contour location in each row (the change occurs in 𝜌 coodinates). In other words, the change of 

rotation angle is transformed into translation along 𝜃 axis. Therefore, it is not necessary for the 

eye to appear at zero angle.    

From a practical point of view, the above approach of using polar domain is not appropriate 

because the pixels that near from the image center are not sufficiently represented with 

geometrical details compared to those far from the center. Accordingly, suppose the eye, or part 

of it, is located at the area near the center due to small scaling such as far distance from the 

camera or nearly close eye state. A very large shift in 𝜌 coordinates will occur as well as the eye 

contour will lose its geometrical appearance and appears as a vertical line along 𝜃 axis in the 

polar domain. Moreover and if the eye appears in a good scale, the description of the local 

structure will not equally presented. For example, the area of the eye corners (which is far from 

the center) will be presented with more geometrical details compared to the middle regions of 

the eyelids (which are much closer to the center).  

The above problem can be overcome by resizing the pixel representation according to the 

distance from the image center. This procedure represents the geometrical details of any area 
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equally regardless its distance from the image center. Therefore, Log-polar transform is used. In 

Log polar domain, the change of scale is converted into change in translation along Log𝜌 axis 

with preserving the geometrical details. Therefore, it is not necessary for the eye to appear in a 

good scale as well as the eye is not necessary to be in a wide open state. 

Suppose that the eye is not located at the image center perfectly and shifted along X and Y 

axes. As long as the eye contour surrounds the image center and the geometrical structure of any 

region is represented equally regardless the distance from the image center, the change of 

translation is transformed by the same amount into translation along Log𝜌 axis. Therefore, it is 

not necessary for the eye to appear perfectly at the image center.   

Based on the previous interesting discussion and because the eye contour exists 

along 𝜃 axis, the task of detecting the x,y coordinates of the eye contour in Cartesian coordinate 

system is simplified into just searching on Log𝜌 coordinates in the Log-polar domain. In order 

to achieve this task, Principal Component Analysis has been used to describe the variance 

between RGB eye color channels. The eyeball consists of sclera, iris and pupil. These 

components can be approximately described by two fixed colors; white and black. On the other 

hand, skin around the eye is influenced by light conditions and changes gradually. Therefore, 

the variance between the eye color channels in the eyeball area is very small whereas it has 

larger values in the skin area. The first eigenvector which has the largest eigenvalue represents 

the direction of the most variation in a data. Consequently, it is the best way to explain the 

variance between the eye color channels and it is called Log-polar Eigeneye Image (LPEI).  

In a LPEI, the eye region is approximately represented by black color whereas the skin 

changes gradually in grayscale. Therefore, the pixel profile of any row can be described 

uniformly. In more details, the pixel profile can be classified into three areas; zero (eyeball area), 

information (skin area) and max (included in the information area and contains the maximum 
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pixel values). Due to the topological eye structure, information area is divided into two 

subsections. The first subsection has ascending order of pixel values and lies from the beginning 

of the info area until the max area. The second subsection has descending order of pixel values 

and lies from the max area until the end of the row.  

Obviously, the eye contour is supposed to be located at the beginning of the information 

area. Therefore, cross correlation based template matching has been utilized to identify the 

ascending order of the pixel values at the beginning of the first subsector. In addition, an eye 

shape model based-PCA has been implemented in Log-polar domain to correct the deformations 

of the detected eye shape. 

Log-polar transform has been proven as the best domain to detect the eye contour and 

features. It guarantees that the geometrical details of the eye structure are described equally 

regardless the distance from the image center in Cartesian coordinate system. The change of 

scale is converted into translation along log𝜌 axis whereas the change of rotation is converted 

into translation along 𝜃  axis. In addition, Log-polar transform represents the eye corners in the 

same characteristics regardless the orientation. Based on these properties, the task of detection 

x,y coordinates of the eye contour is converted into only searching on log 𝜌 coordinates in 

Log-polar domain.  

PCA has been proven as a significant tool in describing the variance between eye color 

channels against lighting conditions. It provides a uniform classification of the change of pixel 

values in any row in an LPEI.  

Based on all above properties, a very robust performance has been achieved with very high 

accuracy around 95%. The proposed method does not use an iterative strategy and it attains 

fixed steps. This means that the detection time is fixed as well. Detection time has been 

significantly reduced to only 40 msec. Thus, the proposed method meets all requirements to be 
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employed in real time system. As long as the eye contour exists along 𝜃 axis, the description of 

different eye states is contained in log 𝜌 coordinates. Therefore, a very robust eye shape model 

has been obtained. The deformations of the detected eye shape occur in log 𝜌 coordinates only 

and hence the correction process using the eye shape model was very effective. 

--------------------------------------- 

As the Log-polar has been proven as a baseline for implementing any eye shape detection 

technique, the development door is still open in terms of searching on the log 𝜌 coordinates of 

the eye contour. For achieving this task, two templates have been used to describe the patterns 

of pixel values in LPEI (first subsection). This approach has performed very good results. On 

the other hand, patterns can be changed out of these templates. One solution is to increase the 

number of templates but the same issue of changing patterns out of the templates should be 

concerned. Thus generalization is very necessary to be incorporated in the implementation.  

Neural networks have a very robust generalization capability. For extremely utilizing 

neural network properties, we tried to employ the prediction capability as well. Therefore, 

Recurrent Neural Network (RNN) has been used. The strategy is to consider a pixel profile at 

any 𝜃 as a signal namely; raw signal. As long as the change of pixel values along a pixel profile 

is very smooth (has no sudden or rapid change of pixel values), the signal is modified to have a 

pulse (a sudden change of pixel value) at the location of the eye contour. RNN is then trained 

using the modified signal in order to predict one step ahead. According to the experimental 

results, the trained RNN given the raw signal was capable to remember the correct location of 

the eye contour by generating a pulse. On the other hand, RNN was incapable to predict 

properly the location of the eye contour when a pixel profile differs more than 10 degrees from 

the 𝜃 coordinate of the training pixel profile. This is because of the change in log 𝜌 locations of 

the eye contour.  
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In order to increase the flexibility of RNN to deal with various pixel profiles at different 

lighting condition, an eye image is considered as a series of N=16 pixel profiles. These pixel 

profiles are taken according to fixed 𝜃 coordinates in the Log-polar domain. A set of 50 

modified images (have sudden change of pixel values at the eye contour) have been used for 

training the RNN and the performance is surprisingly and significantly improved. This is 

because besides of modeling the change of pixel values in the modified pixel profiles, RNN has 

learned the frequency of the eye contour locations in N pixel profiles (the eye image). Therefore, 

RNN models the eye shape as well. 

The proposed method based RNN has achieved high accuracy (around 90%) at low 

detection time (around 70 msec). If these results are compared with those obtained by the 

proposed method based LPEI, the latter method achieves better results.  

On the other hand, it should be highlighted that the eye images have been processed by 

RNN in grayscale without using PCA to explain the variance between color channels. If RNN 

were trained using LPEI, we would expect that RNN would achieve a very robust performance 

with very high accuracy. Moreover, RNN has modeled both the eye shape and the change of 

pixel values. Therefore, the results have been achieved without using an additional eye shape 

model based PCA to refine the log 𝜌 deformations. Consequently, the use of neural networks is 

very promising to achieve very high accuracy. These improvement issues are left to the future 

plan to be investigated. 

--------------------------------------- 

This thesis has addressed and highlighted many problems and issues that should be considered 

in implementing an eye shape detection technique. The relevant solutions have been presented 

and discussed. Some of these solutions can be applied individually for solving different image 

processing problems. The importance of eye features has been highlighted with different 
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applications. Log-polar transform has been deeply investigated and proven as the best domain to 

detect the eye contour and features. Different applications of PCA have been mentioned in 

modeling eye shape, understanding the eye topological structure, comparing two sub-images 

based on data reduction property and interpreting the variance between RGB eye color channels. 

The basic concepts of neural networks have been studied and detailed in terms of generalization 

and prediction capabilities.  

On the other hand, the above mentioned techniques can be differently incorporated to 

implement new techniques for eye shape detection and investigate/evaluate the corresponding 

behaviors such as applying the ASM searching strategy to detect the eye contour location in 

Log-polar domain, applying feedforward neural network for achieving the same task with using 

prediction property, investigating the improvement in accuracy of an eye shape model based 

PCA to refine RNN output deformations,…,etc.  

Moreover, some applications can be inspired by investigating some particular key points 

such employing eye representation in Log-polar domain to construct a 3D eye model, 

calculating gaze point, generating different eye shapes and eye textures by changing log 𝜌  

coordinates, computing the eye opening angle, extracting more eye features such as pupil 

location and eyebrow shape, iris finger-print identifying, calculating the distance between the 

camera and the eye based on translation property in Log-Polar domain…etc.  

Therefore, this field is still challenging, interesting and 

promising… 
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