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Abstract

With recent technological developments, mobile robots are expected to occupy the same
environments as humans and provide fully autonomous or semi-autonomous assistance.
Robot navigation is the safe movement of a robot toward its goal and is accomplished
by knowledge of the environment. Obstacle avoidance is one of the main requirements
of robot navigation. During the past few years, the potential field method for obstacle
avoidance and target setting has gained popularity among roboticists. In this approach,
the obstacles and targets exert repulsive and attractive forces on the robot, respectively.

As our most powerful sense, vision provides us with an enormous amount of information
and enables intelligent interactionwith our dynamic environment. Vision-based robotics
systems have recently increased in popularity, and several new approaches have been
proposed. Despite the huge efforts invested in creating effective low-cost service mobile
robots, vision-based motion control and path planning remain theoretically challenging.
The basic principle involves iterating two structures from motions captured by a stereo
camera. As the distance to a detected object and motion can be predicted and measured
by depthmapping, the stereo camera can be substituted by a single red–green–blue depth
(RGB-D) camera. A popular RGB-D camera is the Kinect sensor, a motion sensing
device developed by Microsoft Corporation.

Vision-based robot navigation might enable the production of service robots that can
track and follow moving targets. Tracking mobile robots generally require expensive
sensors such as range finders, tend to disregard obstacle avoidance, and are developed
as single robots. Moreover, their algorithms are complex.

In this study, we combined the potential field method with visual sensing to create a
moving-object-following robot; that is, a robot that tracks and follows an object attached
to a human, wheelchair, or another robot (leader robot). The attached object considered
was a blue circular mark. The robot was mounted with a Kinect sensor, and the position
of the blue circle and depth mapping for the distance calculation were detected by an
RGB image detection system. The designed mobile robot system can track and follow
a moving object in environments wherein humans coexist; using only the information
acquired by vision sensors and IR proximity sensors. The designed reference controller
generates a reference trajectory for obstacle avoidance and the robot is moved along
its reference trajectory by a simple proportional integral (PI) controller. This proposed
method enables collision avoidance, is robust to brief occlusion, and to some extent,
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is also applicable to swarm robots. The simple algorithm makes the proposed method
easily modifiable to robotic applications other than mobile robots.

First, we derive reference models from the dynamic modeling of the two-wheeled dif-
ferential drive mobile robot with non-holonomic constraints. The collision avoidance
scheme is achieved by the model reference control based on the potential field path
planner. A system integration method, by which the robot moves in a dynamic environ-
ment, is also presented. The effectiveness of the proposed controller is demonstrated
by discussing the results of simulations and experiments. The next step is to present a
new collision avoidance approach for four-wheeled human-operated mobile robots. Be-
cause the proposed method considers the non-holonomic constraint of a mobile robot,
it provides practical collision avoidance control. In a verification experiment, entirely
unskilled operators maneuvered the robot to its destination without collisions, demon-
strating the effectiveness of the proposed approach.

The proposed method also presents the collision avoidance control technique applicable
for swarm robots moving in a rehabilitation environment containing static and moving
obstacles. A leader–follower formation is adopted, in which the leader of the swarm
robot team follows the rehabilitee, while the other robot follows the leader. The effec-
tiveness of the proposed system is demonstrated by presenting the results of a simulation
study in which several static and dynamic obstacles were placed in a human living en-
vironment.

The final step is combining the potential field method with visual sensing to create a
moving-object-following robot; that is, a robot that tracks and follows an object attached
to a human, wheelchair, or another robot (leader robot). In this study, the attached object
was a blue circular mark. The robot was mounted with a Kinect sensor, and the position
of the blue circle and the depth mapping for the distance calculation were detected by
RGB imaging. The effectiveness of the proposed method is discussed in the context
of human-following, wheelchair-following, and leader robot-following systems and by
presenting an experiment that extended into the hallway outside the laboratory testbed.
Experiments were conducted in several environmental settings.

In order to prove that proposed method easily modifiable to robotic applications other
than mobile robots, we discuss the possibility of achieving human and object following
without specific shape detection. We compare the proposed system design with the
work undertaken by several references. The effectiveness of the proposed method was
experimentally evaluated in several course settings.
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This thesis proposes a moving-object-following mobile robot functioning as a mobile
service robot in a human living environment. The algorithms and hardware are simpli-
fied as much as possible in this design, enabling the proposed robot to assist in a wide
variety of dull, repetitive tasks in human environments, such as transporting the dis-
abled. Despite the application of inexpensive Kinect and proximity sensors, the system
performed as expected in this investigation, in which the effectiveness of the proposed
method was confirmed in different experimental scenarios. The possibility of creating
swarms of service robots by the proposed method is also discussed in this thesis.
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Chapter 1

Introduction

Along with recent technological developments, autonomous mobile robots have been
introduced to human living environments. Mobile robots are expected to occupy the
same environments as humans and to provide fully autonomous or semi-autonomous
assistance. For example, they are expected to be deployed in hospitals [1], restaurants
[2], sports activities [3], and museums [4]. This thesis discusses mobile robots that
function as service robots in human living environments.

1.1 Introduction

1.1.1 Background

Autonomous mobile robots are widely used in both domestic and industrial applications.
Fully automated robots are desired to perform household chores, nursing, and welfare
work and to assist with industrial tasks performed by skilled workers. These applica-
tions require an efficient path-planning algorithm that can be implemented at low cost.
However, despite the immense efforts devoted to creating effective low-cost mobile ser-
vice robots, motion control and path planning remain theoretically challenging, chiefly
because of the non-holonomic constraint that prevents a robot from moving parallel to
its main axes [5] [6] [7].

Robot navigation is the means by which a robot safely moves toward a goal using its
knowledge of the environment. Navigation is among the most important and elementary
functions of mobile robotics. Navigation methods borrowing techniques from artificial

1
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intelligence, artificial vision, and other fields have been widely reported in the literature.
Most navigation algorithms assume a stationary goal [10] [11]. The problem becomes
more difficult when the target is moving [12]-[15]. Obstacle avoidance is one of the
main functions required in autonomous robot navigation. The effectiveness of obstacle
avoidance will be improved by designing system integration for the robot. A current
trend in robotics is installing different types of sensors having different characteristics
to improve the performance of robot system and also benefit from the reduced cost of
sensors [16] [17] [18]. System integration is defined as the process of bringing together
the component subsystems into one system and ensuring that the subsystems function
together as a system. This result of linking the process of different systems is expected
to improve the performance of a robot system.

According to the International Federation of Robotics (IFR), a service robot is a robot
that semi- or fully autonomously operates to enhance the well-being of humans and
equipment, excluding those used in manufacturing operations. Designing system inte-
gration enable services robots to function well in dynamic environments, such as human
living environments. The application range of service robots in human environments is
widening as more sensors are being combined in single robots. A service robot that
assists a human in daily life (whether semi- or fully autonomously) must be able to con-
tinuously track the human. This tracking is ensured by a visual sensor and laser range
finder [19] [20].

Human detection and tracking are usually performed by a vision-based method, which
senses the environment without making physical contact. As a feedback control method,
vision-based control systems guide robots’ motion by using one or more visual sensors.
The control inputs for robot actuators are produced by processing image data relative to
a target object.

As our most powerful sense, vision provides us with an enormous amount of information
and enables intelligent interaction with our dynamic environment [21]-[26]. Therefore,
robots with sensors that mimic the capabilities of the human vision system have been
actively researched. The first such vision systems were based on the stereo vision of pin-
hole cameras fitted to mobile robots or the end-effectors of robot arms [13] [15]. This
method has rapidly improved, as multiple camera features (such as IR sensing, image
detection, and depth measurement) can now be combined.

Visual odometry estimates the motion of a robot from the visual input alone. The basic
principle involves iterating two structures captured by a moving stereo camera. As the
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distance to a detected object and the robot’s motion can be predicted and measured by
depth mapping, the stereo camera can be substituted by a single red-green-blue depth
(RGB-D) camera.

A popular RGB-D camera is the Kinect sensor, a motion-sensing device developed by
Microsoft Corporation. Kinect sensors not only enable users to develop open-source
drivers and programs, but also are relatively inexpensive. Furthermore, Kinect sensors
detect images, distances, and depths more easily than other types of camera can.

The potential field method of path planning is effective because it is simple, and its basic
mechanism is borrowed from nature (particle navigation in a magnetic field). Robotics
emulates this phenomenon by simulating an artificial potential field that attracts a robot
to its target. The visual potential field is developed by setting the robot navigation to a
sequence of images, not merely by referring to the obstacle configurations.

In this study, the potential field method was combined with visual sensing to create a
moving-object-following robot; that is, a robot that could track and follow an object
attached to a human, wheelchair, or another robot (leader robot). The attached object
in this study was a blue circular mark. The robot was mounted with a Kinect sensor,
and the position of the blue circle and depth mapping for the distance calculation were
detected by an RGB image detection system [21] [23] [27]-[30].

The developed moving-object-following system could be used in service robots de-
ployed in hospitals and/or rehabilitation environments, for example. The primary ob-
jectives of rehabilitation robots are to fully or partially assist disabled people and to
support rehabilitees’ manipulative functions [33]-[37]. Conventional rehabilitation pro-
grams depend on the experience and manual manipulations of a rehabilitator. Because
rehabilitation requires care and the number of rehabilitees continues to increase, well-
designed service robots may offer the support required for careful rehabilitation.

Most existing service robots are developed as singletons. However, service might be
improved if multiple service robots cooperated as a swarm robot team, particularly in
human services and rehabilitation applications. Besides supporting rehabilitees’ move-
ments, swarm robots could collect or transport certain objects during rehabilitation and
perform multiple other tasks [1] [31]-[37].

This thesis proposes a moving-object-following mobile robot functioning as a mobile
service robot in a human living environment. The algorithms and hardware are simpli-
fied as much as possible in this design, enabling the proposed robot to assist in a wide
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variety of dull, repetitive tasks in human environments, such as transporting the dis-
abled. Despite the application of inexpensive Kinect and proximity sensors, the system
performed as expected in this investigation, in which the effectiveness of the proposed
method was confirmed in different experimental scenarios. The possibility of creating
swarms of service robots by the proposed method is also discussed in this thesis.

1.1.2 Potential Field Method

During the past few years, the potential field method for obstacle avoidance and target
setting has gained popularity among roboticists. The idea of imaginary forces acting
on a robot was suggested by Khatib [38]. In this approach, obstacles and targets exert
repulsive and attractive forces on the robot, respectively, which combine to determine
the magnitude and direction of the total force. By following the direction of the total
force, a robot can avoid obstacles and travel a safe path to its target [39][40]

The artificial potential field method uses a scalar function called the potential function.
This function has a minimum at the goal point and maxima around obstacles. The func-
tion slopes down toward the end points, so the robot follows the negative gradient of the
total potential field to reach its target. The shape of the potential field is usually inde-
pendent of object configurations beyond a predefined distance from the robot; for this
reason, the potential field method is often referred to as a local method. The popularity
of this method is largely rooted in its simplicity and elegance. Furthermore, it can be
quickly implemented and provides acceptable results with few refinements.

The potential field method was designed for real-time efficiency rather than guaranteed
completion of an assignment [41]. In essence, it is a fastest-descent optimization pro-
cedure; therefore, it could steer the robot into a local potential function other than the
target position. Moreover, it may fail to find a free path, even if one exists. The current
algorithm copes with local minima problems, dynamic obstacles and field boundaries.
If a robot becomes stuck in a local minimum, it can be freed by placing virtual obstacles
behind the robot, pushing it onwards. Dynamic obstacles are treated in similar fashion;
collision points are calculated and virtual obstacles are placed at those positions, driv-
ing the robot away from them [42]. The relevant obstacles are identified from among
all obstacles by parameter settings.
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1.1.3 Swarm Robot

The swarm intelligence paradigm exhibits interesting properties such as robustness,
flexibility, and ability to solve complex problems by exploiting parallelism. In several
robotics implementations of this paradigm, these properties were confirmed to control
populations of physically independent mobile robots. Most of the swarm intelligence
studies have been inspired by the natural swarming behaviors of social insects, fish,
or mammals, in which individuals interact with other members of the swarm. Rapid
advances in sensing, computing, and communication technologies have led to the de-
velopment of autonomous robots that function in outdoor environments. Some required
tasks are too complex to be achieved by single robots, requiring cooperative multi-robot
systems. Such requirements justify the use of swarm intelligence in robotics.

In a swarm robot system, two or more robots are assigned the task of formation control
[43]; that is, controlling their relative positions and orientations in the groupwhile allow-
ing the group to move as a whole. The robot formation control problem has been tackled
by three main approaches: behavior-based, virtual structure, and leader–follower. In
the leader–follower approach, the robot designated as the leader moves along a desired
trajectory while the follower robot maintains the desired distance and orientation from
the leader. Leader–follower architectures are particularly appreciated for their simplic-
ity and scalability. In the leader–follower approach, it is only necessary to specify the
leader’s trajectory and the desired relative positions and orientations between the lead-
ers and followers. When the leader’s motion is known, the relative desired positions
(distances and heading angles) of the followers can be achieved by local control of the
followers.

Swarms of mobile service robots operating in human living environments must cope
with dynamic environmental changes. Hence, the fundamental function of such robots
is to avoid static and dynamic obstacles. In particular, members of the swarm team must
maintain their velocities and avoid collisions with their swarm mates [11][44]-[51]. In
previous studies, swarm robots have avoided obstacles using proximity [45] and vision
sensors [48][52]. They have also used radio frequency identification (RFID) for location
and navigation [52][54][53][55].
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1.1.4 Vision-based Control

Vision-based robot navigation has long been a fundamental goal in both robotics and
computer vision research. Although the problem is largely solved for robots equipped
with active range-finding devices, it remains challenging for robots equippedwith vision
sensors alone, for several reasons. Cameras have evolved as attractive sensors, realizing
economically viable systems with sensors having lower technical specification. Another
type of vision-based control is visual servoing, whichminimizes a visually specified task
by visual feedback control of the robot’s motion. However, controlling the 6D pose of
the end-effector based on a 2D image features is a challenging task and requires non-
linear projection and degenerate features. Vision-based sensors are employed in diverse
applications, such as industrial, health, space, humanoid, and service robots [5][6].

The flexibility and accuracy of robotic systems have been improved by vision feedback
control loops. The visual servoing approach controls the robot using the information
provided by a vision system. Vision systems are generally classified by their numbers
of cameras and their positions. Most applications adopt single-camera vision systems,
which are cheaper and easier to build than multi-camera vision systems. On the other
hand, the two cameras in a stereo configuration have a common field of view, which
resolves several computer vision problems. In an in-hand system, the camera(s) are
mounted on the robot; in an out-hand or stand-alone system, the camera(s) observe the
robot from elsewhere. Hybrid systems, in which one camera observes in-hand while the
other observes from a stand-alone position, have also been developed.

The penetration of mobile robots into wide consumer markets is hindered by the unavail-
ability of powerful, versatile, and cheap sensing methods. In terms of the information-
to-cost ratio, vision technology offers the greatest promise. Cameras of acceptable ac-
curacy are cheaper than laser and sonar scanners, and their cost continues to decrease.
With the reduced price and improved performance of mass-marketed camera technolo-
gies, vision potentially offers a portable and cost-effective solution. Moreover, they
can provide information unavailable to other sensors; for instance, they can provide se-
mantic information about a scene by interpreting its visual appearance, not merely its
geometrical information.

The current trend in robot navigation is to replace traditional range sensors with vision-
based sensors. Vision-based robotics systems have recently increased in popularity,
and several new approaches have been proposed. These systems analyze the images of
scenes captured by the camera attached to a robot and plan the robot’s actions based on
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the visual cues [21][23][27]-[30]. The sensors may be regular cameras (single or mul-
tiple) or omnidirectional vision sensors that survey the environment [13][14][56] [57].
These approaches differ mainly by their methods of perceiving the scene and extracting
the salient features. The non-trivial problems of navigating an agent based on visual
information have attracted much attention [40][58][59].

Vision-based robot navigation control has become a fundamental goal in both robotics
and computer vision research. Indoor and outdoor robot navigation has significantly
progressed throughout the past two decades. For example, in the early stages, an au-
tonomous indoor mobile robot could not navigate through a cluttered hallway; today,
this task presents little challenge. A camera affixed to a robot present a greater chal-
lenge, because the camera’s field of view must reflect changes in the robot’s position
[23]. Unless the robot’s position is known throughout the motion, the system must then
choose which portion of the scene will be captured by the camera at a given time instant.

Vision-based robot navigation might enable the production of service robots and/or
swarms of mobile robots that can track and follow moving targets. Tracking mobile
robots generally require expensive sensors such as range finders [15][19][57] and visual
compasses [60], tend to disregard obstacle avoidance [61][62], and are developed as
single robots [21][64]. Moreover, their algorithms are complex.

1.2 Motivation and Research Objectives

Mobile robots are most likely to be applied as service robots in human living environ-
ments, as they can autonomously move from place to place without external human
operators or be semi-autonomously operated by humans. In recent years, mobile robots
have become sufficiently autonomous to be deployed in households, hospitals, restau-
rants, and museums. Unfortunately, mobile service robots still require complex systems,
complicated algorithms, and expensive sensors such as laser range finders.

Technological advances and the reduced prices of electronic components have increased
the chances of deploying mobile robots in human living environments. The reduced
prices of sensors also enable the installation of two or more sensors in a robot without
increasing the price of the robot. A simple, easily modifiable method will create a robot
that changes its location.



Chapter 1. Introduction 8

To this end, this thesis proposes a simple design method for vision-based control of a
mobile service robot. The robot can track and follow a moving object while avoiding
dynamic and static obstacles. The proposed method can be easily modified to robot
applications other than mobile robots.

1.3 Thesis Contribution

The main contributions of this thesis are as follows

1. The designed mobile robot system can track and follow a moving object in a hu-
man living environment, using only the information acquired by vision sensors
and IR proximity sensors.

2. The designed reference controller generates a reference trajectory and the robot
is moved along its reference trajectory by a simple proportional integral (PI) con-
troller.

3. The proposed method enables collision avoidance and is robust to brief occlusion.

4. To some extent, the proposed method is also applicable to swarm robots.

5. The proposed method is easily modifiable to robotic applications other than mo-
bile robots.

1.4 Thesis Organization

This thesis is divided into eight chapters. The contents of each chapter are summarized
below:

• Chapter 2: This chapter describes the kinematics and dynamic modeling of the
two-wheeled differential drive mobile robot with non-holonomic constraints. The
derived models are used in the controller design. This chapter provides funda-
mentals for the controller design in J.1, and C.1-C.3. This chapter also details the
experimental testbed, sensor configuration, and testbed parameters.
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• Chapter 3: This chapter presents the collision avoidance scheme achieved by
the model reference control based on the potential field path planner. The de-
signed controllers installed in the mobile service robot are presented in the sub-
sequent chapters. A system integration method, by which the robot moves in a
dynamic environment, is also presented. The effectiveness of the proposed sys-
tem is demonstrated by discussing the results of simulations and real experiments.
This chapter presents the collision avoidance control technique for swarm robots
moving in a rehabilitation environment containing static and moving obstacles.
The method by which system integration achieves motion in a dynamic environ-
ment is presented. The proposed method combines the information obtained by
several proximity sensors, an image sensor, and localization sensors (RFID sys-
tem). A leader–follower formation is adopted, in which the leader of the swarm
robot team follows the rehabilitee, while the other robot follows the leader. The
robot controllers consist of a reference and a PI controller. The reference con-
troller generates the robot motion trajectory by referring to the sensor information
in real time, and the PI controller directs the robots along that trajectory. The
effectiveness of the proposed system is demonstrated by presenting the results
of a simulation study in which several static and dynamic obstacles were placed
in a human living environment. This chapter also provides the controller design
applied in J.1, and C.1-C.3.

• Chapter 4: This chapter presents a new collision avoidance approach for four-
wheeled human-operated mobile robots. The approach is based on inexpensive
IR proximity sensors. Because the proposed method considers the non-holonomic
constraint of a mobile robot, it provides practical collision avoidance control. In
a verification experiment, entirely unskilled operators maneuvered the robot to
its destination without collisions, demonstrating the effectiveness of the proposed
approach. In future studies, the presented linear analysis will be extended to more
general cases and the proposed robot system will be adapted for more complex
environments. The study in this chapter is published in J.2.

• Chapter 5: This chapter combines the potential field method with visual sensing
to create a moving-object-following robot; that is, a robot that tracks and follows
an object attached to a human, wheelchair, or another robot (leader robot). In this
study, the attached object was a blue circular mark. The robot was mounted with
a Kinect sensor, and the position of the blue circle and the depth mapping for the
distance calculation were detected by RGB imaging. A modified version of the
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target positioning method described in Chapter 3 is presented as an object detec-
tion method. The effectiveness of the proposed method is discussed in the context
of human-following, wheelchair-following, and leader robot-following systems
and by presenting an experiment that extended into the hallway outside the lab-
oratory testbed. Experiments were conducted in several environmental settings.
This chapter is related to the publication in C.2, and C.3.

• Chapter 6: This chapter discusses the possibility of achieving object and human
following by a simple algorithm and integrating two cheap sensors' data. The ob-
ject tracking and following methods in this chapter adopt the RGB color detection
technique described in Chapter 5, without specific shape detection. The human-
following system utilized skeleton detection, and the Kinect sensor detection was
integrated with the data from the IR proximity sensor to achieve an effective sys-
tem. Both sensors imposed attractive forces toward the target (the blue mark and
skeleton for object- and human-tracking and following, respectively). The effec-
tiveness of the proposed method was experimentally evaluated in several course
settings. This chapter is related to the publication in C.2, and C.3.

• Chapter 7: This chapter summarizes the thesis and suggests future extensions of
the presented approaches.



Chapter 2

Modeling of Mobile Robot Dynamics
and Experimental Setup

2.1 Introduction

A mobile robot changes its location, either autonomously without the assistance of a
human operator or semi-autonomously under human operation. The difference between
mobile robots and most industrial robots is that the former move freely within prede-
fined workspaces, whereas the latter are confined to their assigned workspaces. This
mobility capability enables such robot to be deployed in a wide range of structured and
unstructured environments.

Wheeled mobile robots (WMRs) are very popular in applications requiring relatively
low mechanical complexity and energy consumption. The maneuverability of a WMR
depends on the wheels and drives used; three DOFs enable the maximal maneuverability
needed for planar motions, such as movement through hospitals, museums, warehouse
floors, and roads. Non-holonomic WMRs have less than three planar DOFs but are
simpler and cheaper to construct because they require fewer than three motors. The
main problems in WMR design are control, stability, maneuverability, and traction.

WMRs are typically installed with differential drives, which consist of two fixed pow-
ered wheels mounted on the left and right sides of the robot platform. The two wheels
are independently driven. Balance and stability are provided by one or two passive cas-
tor wheels. Differential drive is the simplest mechanical drive because it requires no
rotation around the driven axis. If the wheels rotate at the same speed, the robot moves

11
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Figure 2.1: Wheel mobile robot. (a). The straight motion, where Dr = Dl , (b) The
curve motion, whereDr >Dl , and (c) Robot turns about the midpoint of the two driving

wheels, where where Dr =−Dl

straight forward or backward; if one wheel rotates faster than the other, the robot follows
a curved path along the arc of the instantaneous circle. If both wheels rotate at the same
velocity in opposite directions, the robot turns about the midpoint of the two driving
wheels.

The proposed mobile robot is a two-wheeled differential drive mobile robot with non-
holonomic constraints, as shown in Figure 2.1. Here, v is the translational velocity of
the robot, andDr andDl are the driving force for both left and right wheels, respectively.
In this chapter, both the kinematics and dynamics of applied mobile robot are discussed.
The derived models were used in the controller design in this study. This chapter also
details the experimental testbed, sensor configuration, and testbed parameters. The kine-
matics and dynamics modeling in this chapter are also presented in [82][84][103][112]
[113].

2.2 Kinematics of Mobile Robot

The kinematics of mobile robot is the study of how mechanical system behaves and
how the robot deals with the configuration of robot in its workspace [5][7] [65]. A
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kinematic study is necessary to design the mechanical behavior of the robot and thereby
determine appropriate mobile robot tasks and control software for the mobile robot hard-
ware. By studying the mobile robot workspace, the range of possible poses of the robot
in its environment can be identified. Mobile robot controllability defines the possible
paths and trajectories in the robot’s workspace. Unlike arm robot manipulators, mobile
robots need position estimation as they are not end-fixed to the applied environment.
A mobile robot is a self-contained automaton that can wholly move with respect to its
environment. The instantaneous position of a mobile robot cannot be directly measured;
instead, the robot’s motion must be integrated over time.

To understand the motions of this type of robot, it is first necessary to determine the
contribution of each wheel to the motion. Each wheel plays a role in the movement of
the whole robot, but imposes constraints on that same motion. This section expresses
the robot motion in the global and local robot reference frames (see Figure 2.2). Here,
xw

r and yw
r constitute the global reference coordinate frame, and yr and zr describe the

local reference coordinate frame, ϕ is the robot orientation angle (also defined as the
angular difference between the global and local reference frames), and ω is the angular
velocity of the robot.

This section also discusses the construction of the robot’s forward kinematic model of
motion; that is, the movement of the robot as a function of its geometry and individual
wheel behavior. Next, we describe the kinematic constraints on the whole robot and
define the maneuverability of the robot. The robot is kinematically modeled as a rigid
body onwheels, operating on a horizontal plane. The robot chassis on the plane has three
dimensions; two for positioning in the plane and one for orientation along the vertical
axis, which is orthogonal to the plane.

The motion in the global reference frame (xw
r ,y

w
r ) is mapped to the motion in the local

reference frame (xr,yr) by the orthogonal rotation matrix (Rw (ϕ)), given as

Rw (ϕ) =


cosϕ sinϕ 0

−sinϕ cosϕ 0

0 0 1

 (2.1)
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(a) The global reference frame and the local robot reference frame.

(b) A differential drive robot in its global reference frame

Figure 2.2: The representation of robot's coordinate frame



Chapter 2. Modeling of Mobile Robot and Experimental Setup 15

The pose (position and orientation) and angular velocity (ω) of the mobile robot in
Figure 2.2b are respectively given by

Pr =


xr

yr

ϕ

 , Ṗr =


ẋr

ẏr

ϕ̇

 (2.2)

where Pr is the pose of robot, Ṗr is the velocity of the robot, and ϕ̇ = ω . Therefore the
relation between the pose in global reference frame Pw

r and in local reference frame is
given by

Ṗr = Rw (ϕ) Ṗw
r (2.3)

Suppose that the robot’s local reference frame is aligned such that the robot advances
by +Xr, as shown in Figure 2.2b. We first consider the contribution of the rotational
speed to the translational speed of each wheel. Assuming that the wheels roll without
slipping, the angular positions and velocities of the left and right wheels are

(
θl, θ̇l

)
and(

θr, θ̇r
)
respectively. We let vl and vr be the linear velocity of the left and right wheels,

respectively, and v be the velocity of the robot. From Figure 2.2b, we get

vl = v+Lϕ̇ , vr = v−Lϕ̇
(2.4)

where is L is the half width of the robot.

Adding and subtracting vl and vr in Eq. (2.4) we get

v =
1
2
(vr + vl) , 2Lϕ̇ = (vl − vr) (2.5)

where, under the non-slippage assumption, we have

ẋ = Rθ̇ cosϕ , ẏ = Rθ̇ sinϕ (2.6)

where R is the wheel radius.

As vr = Rθ̇r and vl = Rθ̇l , the axial velocities of the left and right wheels are respectively
given by:

ẋ = vcosϕ ẏ = vsinϕ (2.7)
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Substituting Eqs. (2.7) and (2.6) into Eq. (2.5), the kinematics model of mobile robot
in Figure 2.4 can be described by the following::

ẋ =
R
2
(
θ̇l cosϕ + θ̇r cosϕ

)
ẏ =

R
2
(
θ̇l sinϕ + θ̇r sinϕ

)
ϕ̇ =

R
2L

(
θ̇l − θ̇r

) (2.8)

Analogously to Eq. (2.2), the kinematics model can be written in matrix form:

Ṗr =


R
2 cosϕ
R
2 sinϕ

R
2L

 θ̇l +


R
2 cosϕ
R
2 sinϕ
− R

2L

 θ̇r (2.9)

or
Ṗr = Jθ̇ (2.10)

where

Ṗr =


ẋ

ẏ

ϕ̇

 , θ̇ =

[
θ̇l

θ̇r

]
(2.11)

Figure 2.3: Nonholonomic constraint diagram
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and J is the robot's Jacobian matrix, given by

J =


R
2 cosϕ R

2 cosϕ
R
2 sinϕ R

2 sinϕ
R
2L − R

2L

 (2.12)

The two 3-dimensional vectors field are:

g1 =


R
2 cosϕ
R
2 sinϕ

R
2L

 , g2 =


R
2 cosϕ
R
2 sinϕ
− R

2L

 (2.13)

Fields g1 and g2 allow rotations of the right and left wheels, respectively. Eliminating v

in Eq. (2.7), can obtain the non-holonomic constraint:

ẋcosϕ − ẏsinϕ = 0 (2.14)

which expresses the movement of the robot along the Xr axis. As shown in Figure 2.3,
the velocity along the Yr axis is zero (no lateral motion); that is,

ẋ1 − ẏ1 = 0 (2.15)

where ẋ1 = ẋcosϕ and ẏ1 = ẏsinϕ .

The Jacobianmatrix (J) in Eq.(2.12) has three rows and two columns, so is non-invertible.
Therefore, solving Eq. (2.10) for Ṗr we obtain

θ̇ = J∗Ṗr (2.16)

where J∗ is the generalized inverse of J given by

J∗ =
(
JT J
)−1

JT (2.17)

Here, J∗ can be computed directly from Eq. (2.4), and from Figure 2.3 we observe that

v = ẋcosϕ + ẏsinϕ (2.18)
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Thus, by Eq. (2.4) we obtain:

Rθ̇l = ẋcosϕ + ẏsinϕ +Lϕ̇

Rθ̇r = ẋcosϕ + ẏsinϕ −Lϕ̇
(2.19)

[
θ̇l

θ̇r

]
=

1
R

[
cosϕ sinϕ L

cosϕ sinϕ −L

]
ẋ

ẏ

ϕ̇

 (2.20)

or θ̇ = J∗Ṗr, where:

J∗ =
1
R

[
cosϕ sinϕ L

cosϕ sinϕ −L

]
(2.21)

Finally, the kinematic relation can be written as[
ẋ

ẏ

]
=

[
cosϕ −sinϕ
sinϕ cosϕ

][
ẋr

ẏr

]
(2.22)

2.3 Dynamics of Mobile Robot

After modeling the kinematics of themobile robot, we performed the dynamicmodeling,
which is presented herein. Dynamic modeling is based on the laws of mechanics and
involves three physical elements: inertia, elasticity, and friction, which exist in any real
mechanical system [5][7]. The mobile robot in this study was subject to non-holonomic
constraints that required particular treatment. Longitudinal and lateral slippage in the
wheel movement commonly degrade the stability and control of WMRs. The dynamics
of the present mobile robot shown in Figure 2.4 are given by

Iϕ̈ = (Dr −Dl)L

Mv̇ = Dr +Dl

(2.23)

where I is the moment of inertia of the robot around its center of gravity, M is the mass
of the robot, and v̇ and ϕ̈ are the translational and angular accelerations of the robot
respectively. The other symbols were defined in the previous section.
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Figure 2.4: Two-wheeled mobile robot

The translational and angular velocity (v and ϕ̇ , respectively), and acceleration (v̇ and
ϕ̈ , respectively) in Eq. (2.23) are given by the following equations:

v =
R
2
(
θ̇r + θ̇l

)
v̇ =

R
2
(
θ̈r + θ̈l

)
ϕ̇ =

R
2L

(
θ̇r − θ̇l

)
ϕ̈ =

R
2L

(
θ̈r − θ̈l

) (2.24)

where θ̈r and θ̈l are the angular acceleration of the right and left wheels respectively.

The motor dynamics of the right and left wheels of the applied robot (see Figure 2.4)
are given by

Imt θ̈r +Cθ̇r = KVr −RDr

Imt θ̈l +Cθ̇l = KVl −RDl

(2.25)

where Imt is the moment of inertia of motors, C is the damping coefficient and K is
the driving gain of motor. Vr and Vl are the input voltage to the left and right wheels
respectively.
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By rewriting the dynamics of mobile robot in Eq. (2.23), we have

Dr =
R
2

(
Mv̇+

I
L

ϕ̈
)

Dl =
R
2

(
Mv̇− I

L
ϕ̈
) (2.26)

and rearranging Eq. (2.24), we obtain

θ̇r =
1
R

(
v+Lϕ̇

)
θ̈r =

1
R

(
v̇+Lϕ̈

)
θ̇l =

1
R

(
v−Lϕ̇

)
θ̈l =

1
R

(
v̇−Lϕ̈

) (2.27)

Substituting Eq. (2.26) and Eq. ( 2.27) into Eq. (2.25), we have

Imt

R

(
v̇+Lϕ̈

)
+

C
R

(
v+Lϕ̇

)
= KVr −

R
2

(
Mv̇+

I
L

ϕ̈
)

Imt

R

(
v̇−Lϕ̈

)
+

C
R

(
v−Lϕ̇

)
= KVl −

R
2

(
Mv̇− I

L
ϕ̈
) (2.28)

and Eq. (2.28) can be rearranged as

(
R
2

M+
Imt

R

)
v̇+
(

Imt

R
L+

IR
2L

)
ϕ̈ = Kvr −

C
R

v−C
R

Lϕ̇(
R
2

M+
Imt

R

)
v̇−
(

Imt

R
L+

IR
2L

)
ϕ̈ = Kvr −

C
R

v+
C
R

Lϕ̇
(2.29)

The dynamics form of Eq. (2.29) is rewritten as[
a1 a2

a1 −a2

][
v̇

ϕ̈

]
=

[
−a3 −a3L

−a3 a2L

][
v

ϕ̇

]
+K

[
Vr

Vl

]
(2.30)

where

a1 =
R
2

M+
Imt

R
a2 =

Imt

R
L+

IR
2L

a3 =
C
R
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Therefore the translational and angular acceleration (v̇ and ϕ̈ , respectively) can be de-
rived from Eq.(2.30) as[

v̇

ϕ̈

]
=

1
−2a1a2

[
−a2 −a2

−a1 a1

][
−a3 −a3L

−a3 a2L

][
v

ϕ̇

]
− K

2a1a2

[
−a2 −a2

−a1 a1

][
Vr

Vl

]
(2.31)

Finally, by rearranging Eq. (2.31), we get the following state space dynamic model of
the applied WMR's motion:

ẋ = Ax+Bu

y =Cx
(2.32)

By substituting and rearranging Eq. (2.31) into the generic form in Eq. (2.32), we can
derive the following state space dynamic model of the applied system:

d
dt


v

ϕ
ϕ̇

=


α1 0 0

0 0 1

0 0 α2




v

ϕ
ϕ̇

+


α3 α3

0 0

α4 α4


[

Vr

Vl

]

y =
[
1 1 0

]
v

ϕ
ϕ̇


(2.33)

where

α1 =−a3

a1
=−

C
R

R
2 M+ Imt

R

=− 2C
MR2 +2Imt

α2 =−a3
a2

=−
C
R L

R
2 M+ Imt

R

=− 2CL2

2ImtL2 + IR2

α3 =
K

2a1
=

K
2
(R

2 M+ Imt
R

) = K
MR+2 Imt

R

=
KR

MR2 +2Imt

α4 =
K

2a2
=

K
2
( Imt

R L+ IR
2L

) = K
2 Imt

R K + IR
L

=
KLR

2ImtL2 + IR2
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2.4 Experimental Setup

The proposed method was evaluated on an experimental testbed designed for that pur-
pose. An overview of the mobile robot experimental system is provided in Figure 2.5.
The robot was connected to a personal computer (PC) installed with an analog input
board, a counter board, and an analog output board, as shown in Figure 2.6. The PC
acted as a controller to these three boards, generating the input and output signals.

The command input voltage was sent to the motor driver via the 12-bit analog output
board, and an armature current was generated in each motor. Moreover, the rotation
angle of each tire was detected by an encoder board installed in the DC servo motor, and
input to the computer through the 24-bit counter board. The data given by the distance
sensor were processed by an analog-to-digital (AD) board, creating reference trajectories
for the mobile robot. These data were continually updated online. The target to be
intercepted and followed by the robot was detected by the Kinect sensor. The target
position and orientation data were processed by the PC and used as the input data to
move the motors of the robot and to compare the distance between the target and the
robot. In this way, the following system was continuously maintained.

Figure 2.7 shows the non-holonomic mobile robot used in this study. The robot had
two independently controlled tires powered by two DC servo motors equipped with
incremental encoders and was balanced by two castor wheels. The reference trajectory
for obstacle avoidance was created by four IR proximity sensors, and the Kinect sensor
for tracking and following the moving object was mounted on the robot.

Panels 2.8a and 2.8b of Figure 2.8 show the power sources used in the experimental sys-
tem and the drivers for the left and right motors, respectively. The case in Figure 2.8b
encloses the voltage–current conversion circuit, whosemain component is the power op-
erational amplifier. The DC power is input to the motor driver. The motor driver adjusts
the current, which is proportional to the voltage output from the digital analog board,
flowing to the DC servo motor. Tables 2.1 - 2.5 list the parameters of the experimental
system.

The experimental environment was mostly confined to the laboratory but was later ex-
tended to the hallway. The experimental environments were altered to fit the various
experiment objectives, and are specified in the next chapter.
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Figure 2.5: Overview of the experimental system

Table 2.1: Components of experimental testbed

Components Type Manufacturer

DC servo motors RH-14D 6002 Harmonic drive LLC
AD converter board AD 12-16 (PCI) CONTEC
Counter board CNT24-4 (PCI)H CONTEC

DA converter board DA 12-8(PCI) CONTEC
IR Proximity Sensors 2Y0A21 SHARP

Vision Sensor Kinect XBOX 360 Microsoft
PC (0S) Intel(R) Pentium(R) Microsoft

CPU G630 @ 2.70GHz
Windows-7 64 bits

Table 2.2: Parameters of mobile robot

Symbol Parameters Value (unit)
M Mass 8.895 (kg)
I Moment of inertia robot 0.18 (kg ·m2)
R Wheels radius 0.05(m)
L Radius of mobile robot to the center of gravity 0.17 (m)
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(a) Analog input board (b) Counter board

(c) Analog output

Figure 2.6: Installed board in PC

(a) Wheeled Mobile Robot (b) Upper view of proximity sensors arrange-
ment

Figure 2.7: Two wheeled mobile robot equipped with proximity sensors and vision
sensor
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(a) Power Sources. Clockwise: power source
for proximity sensor, encoder and motors of left

and right wheels, respectively

(b) Upper view of proximity sensors arrange-
ment

Figure 2.8: The representation of robot's coordinate frame
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Table 2.3: Parameters of IR proximity sensor

Symbol Parameters Value (unit)

Vcc Supply voltage −0.3 to +7 (V )
Vo Output terminal voltage −0.3 to +0.3(V )

Topr Operating temperature −10 to +60(0C)
Tstg Storage temperature −40 to +70(0C)

Table 2.4: Parameters of Motor

Parameters Value (unit)

Mass 0.77 (kg)
Maximum momentary torque 14(N ·m)

Rated torque 3.2((N ·m))
Maximal rotational speed 100 (r/min)
Rated rotational speed 60(r/min)

Table 2.5: Parameters of Kinect Sensor

Parameters Value (unit)

Horizontal field of view 57 Degrees
Vertical field of view 43 Degrees
Depth sensor range 1.2 m - 3.5 m

Data stream 320x24016 bit depth @30 frames/sec



Chapter 3

Collision Avoidance Control for Mobile
Robots in a Human Living
Environments

3.1 Introduction

Designing the perfect navigation for the mobile robot assigned in human-living envi-
ronment is one of the most important tasks. Navigation is finding a viable way between
a starting point and a goal point, knowing which path is the most efficient with the most
effective way. The process of finding the most effective way is typically divide into two
approaches, the deliberative and the reactive approaches [66][67].

In the deliberative approach, a path through a map of the world is constructed, followed
by the execution of the plan by the robot. The deliberative controllers require high
computational power and have slow response time. The reactive controllers respond
fast but suffer from the restrictions of not having a global picture of the environment
and the path planning task.

One of the reactive approaches is the navigation design based on potential field, origi-
nally proposed by [38]. The basic idea is to guide the robot by defining attractive and
repulsive forces representing goal and obstacle respectively[39][40][68]. To design an
effective motion trajectory, the position control is most likely to be found in application
of service mobile robot in which the robot is treated essentially as an isolated system.
However, to be applied in human living environment, robot system has to consider the

27
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dynamic interaction with the environment [69]. Obstacle avoidance is one of the main
functions required in autonomous robot navigation [5][70]. The effectiveness of obsta-
cle avoidance will be improved by installing some sensors simultaneously instead of
using only a single sensor. The installment of some sensors and other components in a
system is called system integration.

System integration is defined as the process of bringing together the component sub-
systems into one system and ensuring that the subsystems function together as a sys-
tem. One of the example of applying system integration by installing some sensors
with different characteristics that creates a combination of sensory data that has an in-
herent redundancy and may provide robust recognition of robot working environment
[16][17][71]. The applied sensors in a mobile robot can give partial knowledge on its
environment and goal position(s) to encompass the robot reaching its goal position(s) as
efficiently and reliable as possible [7].

One of the application of mobile robot is a service robot [24][66] [72]-[75] because it is
expected to work in a dynamic environment such as a restaurant environment [2] [76],
sport environment [77] and museum environment [4][78]. The application of mobile
robot as a service robot can be semi-automatic [79][80] or fully automatic [81].

Swarm robotics is a relative new field of research but since the first pioneering work by
[43], who simulated a flock of bird in flight and since then this field has been through
many developments applying different approaches for swarm aggregation, navigation,
coordination and control. The swarm intelligence paradigm has proven to have very in-
teresting properties such as robustness, flexibility and ability to solve complex problems
exploiting parallelism and self-organization. There have been increasing interests in de-
ploying a team of robots, or swarm robots, to fulfill certain complicated tasks. Since
swarm robots may accomplish task faster than single robot.

This chapter deals with collision avoidance scheme achieved by model reference con-
trol that based on the potential field path planner. The designed controller is used to
design a service mobile robot moving in dynamic environment consisting of moving
obstacles. This chapter also presents the collision avoidance control for swarm robots
moving in a rehabilitation environment that consists of static obstacle and moving ob-
stacles. A method is presented for system integration of sensors to achieve motion in
the dynamic environment. The proposed method combines the information obtained by
several proximity sensors, an image sensor, and a localization sensors (RFID system).
This study applies a leader-follower formation in which the swarm robot team has a
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leader robot that follows the rehabilitee, while the other robots follow the leader robot.
The robot controllers comprise a reference and PI controller. The reference controller
generates a robot motion trajectory by referring to sensor information in real-time, and
the PI controller makes the robots follow the generated motion trajectory. Various sim-
ulation results, which assume the presence of several static and dynamic obstacles in the
human living environment, demonstrate the effectiveness of the proposed design. This
chapter relates to our work presented in [82] [103].

3.2 Potential Field Method

As the robot navigates in an environment and detects obstacles, it should know how to
react to the identified obstacles and knows which direction to move away from the obsta-
cles. Most of the obstacle avoidances algorithms are designed to work in environments
that are known to the robot in advance, also called global path planning. However, in
the application of the robot that moves around in unknown environment, the algorithm
must be able to recalculate the path planning online based on limited sensor information,
or local path-planning. One algorithm that can be used for both known and unknown
environments is the artificial potential method.

Artificial potential fields for autonomous robot navigation were first proposed by [38].
The main idea is to generate attraction and repulsion forces within the working environ-
ment of the robot to guide it to the target. The target point has an attractive influence on
the robot and each obstacle tends to push away the robot, in order to avoid collisions.
Potential field methods provide an elegant solution to the path finding problem. Since
the path is the result of the interaction force fields, the path finding problem becomes a
search for optimum filed configuration instead of the direct construction of an optimum
path.

The potential field approach has been used extensively for mobile robot path plan-
ning due to its ability to find simple mathematical and computational solution. The
basic concept of the potential field method is by applying artificial potential field in
robot workspace where the goal exerts an attractive force on the robot and the obsta-
cles give repulsive force. The robot is assumed to be a point of mass and moves in a
two-dimensional workspace from a high potential point to a low potential point and the
applied potential force applied to the robot is updated based on the position of the robot
relative to the goal and/or to the obstacles [39] [40] [58][68] [83].
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Figure 3.1: Basic principle of artificial potential field method

The potential fields method for autonomous mobile robot navigation basically based on
the assignment of an attractive potential field to the goal point and a repulsive potential
to each of the obstacles in the environment. The most simple implementation is by
considering a known environment where fixed potentials can be assigned to the goal and
the obstacles. When the obstacles are unknown, the potential fields have to be adapted
as the robot advances and detects the new obstacles.

The potential field function can be constructed as the sum of the attractive and repulsive
potential as below:

Ftotal (Pc
r ) = Fatt (Pc

r )+Frep (Pc
r ) (3.1)

whereFtotal (Pc
r ) is the potential field force, Fatt (Pc

r ) is the attractive potential field force,
Frep (Pc

r ) is the repulsive potential field force, and Pc
r is the robot position in camera

coordinates frame.

3.2.1 Attractive Potential Field

The attractive potential Fatt (Pc
r ) monotonously increases with distance from target po-

sition Pc
m [7][9]. The simplest choice for this type of behavior is the conic potential,

measuring a scaled distance to the goal, Fatt (Pc
r ) = κdact (Pc

r ,P
c
m), where κ is the pos-

itive constant, dact is the distance between the robot and the target and Pc
m is the target

position in camera coordinates frame. The attractive gradient is given by

∇Fatt (Pc
r ) =

κ
dact (Pc

r ,Pc
m)

(Pc
r −Pc

m) (3.2)
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The gradient vector points away from the target with magnitude κ at all points in the
configuration space of the robot except the target, where it is undefined. If the robot
starts at any point other than the target, by following the negative gradient, it will follow
a path towards the goal. In order to avoid the possibility of "chattering" problem due to
the discontinuity in the attractive gradient at the origin, a potential function that grows
quadratically with distance is normally used, e.g.,

Fatt (Pc
r ) =

1
2

κd2
act (P

c
r ,P

c
m) (3.3)

with the gradient

∇Fatt (Pc
r ) = ∇

(
1
2

κd2
act (P

c
r ,P

c
m)

)
=

1
2

κ∇d2
act (P

c
r ,P

c
m)

= κ (Pc
r −Pc

m)

(3.4)

which is a vector based at Pc
r , points away from Pc

m, and has a magnitude proportional to
the distance from Pc

r to Pc
m. The farther away Pc

r is from Pc
m, the bigger the magnitude of

the vector. In other words, when the robot is far away from the goal, the robot quickly
approaches it; when the robot is close to the goal, the robot slowly approaches it [9].

In this study, we used attractive potential field for target setting. In chapter 6, this attrac-
tive potential field method is developed for visual tracking using vision-based sensor.

3.2.2 Repulsive Potential Field

The repulsive potential force keeps the robot away from the obstacles. The strength of
the repulsive potential depends on how close the robot is to the obstacle. The closes
the robot is, the stronger the repulsive force should be [7][9]. The repulsive potential is
usually defined in terms of distance to the closest obstacle d, defined as:

Frep (Pc
r ) =


1
2η
(

1
d −

1
dmax

)2
, d ≤ dmax

0, d > dmax

(3.5)
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Figure 3.2: Block diagram of proposed method in chapter 3.

whose gradient is

∇Frep (Pc
r ) =

η
(

1
dmax

− 1
d

)
1
d2 ∇d, d ≤ dmax

0, d > dmax

(3.6)

where the factor dmax allows the robot to ignore obstacles that are sufficiently far away.
And η can be viewed as a gain on the repulsive gradient.

By implementing this algorithm numerically, a path may form that oscillates around
points that are equally distant in both directions from the obstacles. To avoid these
oscillations, the repulsive potential can be defined in terms of distances to individual
obstacles, instead of just the closest obstacle. The each obstacle has its own potential
function as:

Frepi (P
c
r ) =


1
2η
(

1
di
− 1

dimax

)2
, di ≤ dimax

0, di > dimax

(3.7)

where dimax defines as the maximum distance to obstacle i. Then the total repulsive field
become ∑i=1

n Frepi (P
c
r ).

Usually when the artificial potential field method is implemented, the robot is either
given a pre-defined map of the environment and the potential fields are computed prior
to driving. In other cases, when the map is not known, the robot is given an initial posi-
tion and a goal position, the potential field is then continuously updated and recalculated
as the robot encounters obstacles. The potential field concept heavily relies on the en-
vironment information provided by the sensor. Position sensor is required for attractive
potential field for giving the position information and distance sensor is required for
repulsive potential filed for giving distance information of the robot to the obstacles.
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In this study, we develop the concept of repulsive potential field to be the reference
controller to create a reference trajectory and apply Proportional Integral controller to
move the robot toward the reference controller.

3.3 Reference Controller Design

The reference controller used in this study is derived by using potential field method
concept. The environmental information required to create the reference trajectory is
provided by integrating multiple sensors: a Kinect sensor, four proximity sensors and a
position sensor system. We assume that the position sensor system indicates the position
of target, that is indicated by the pre-defined point.

If there is no obstacle between the robot and the blue circle mark, the input torque and
force for the robot in Figure 2.4, τu and Fu, are given as follows:

Iϕ̈d = τu

Mv̇d = Fu

(3.8)

where ϕ̈d and v̇d are the desired angular and translational accelerations.

When the robot encounter obstacles in its workspace, the repulsion virtual torques and
forces (τ1, τ2, F1, and F2) are generated. In an environment where obstacles are present,
we use the following reference model to generate the reference trajectory.

Iϕ̈d +Cϕ ϕ̇d = τu + τ1 + τ2

Mv̇d +Cvvd = Fu −F1 −F2

(3.9)

where Cϕ and Cv are virtual damping coefficients for increasing stability, ϕ̇d and vd are
the desired angular and translational velocities of the robot generated by a reference
controller, and τi and Fi are the virtual torques and forces to avoid collision (i = 1, 2)

The damping coefficients are not considered in Eq. (2.23) because they are usually very
small. However, to ensure stable robot motion, Cϕ and Cv are added virtually to the
robot dynamics.

The reference trajectory is created by adding the virtual torques and forces (τ1,τ2,F1,
and F2) to the dynamics of a mobile robot in Eq. (3.9). The virtual torques and forces are
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Figure 3.3: Shape function of the distance between proximity sensor and obstacle.

calculated by considering the combined data input from the position sensor and proxim-
ity sensors.

Torques τ1 and τ2 are designed for collision avoidance and to keep the robot parallel
to the virtual wall of passages, respectively. The force F1 gives the deceleration effect
according to the distance of the robot to the obstacles, and F2 is used to give the de-
celeration effect according to the approaching speed of dynamic obstacles. These four
parameters used to adjust the magnitude of virtual external forces/torques, are calculated
as below:

τ1 = sgn(v)α1

(
∑

i=0,1
s(di)− ∑

i=2,3
s(di)

)
(3.10)

τ2 = α2

(
∑

i=0,1
s(di)− ∑

i=2,3
s(di)

)
(3.11)

F1 = β1

(
∑

i=1,2
s(di)

)
(3.12)

F2 = β2

(
∑

i=1,2
min

(
ḋi,0

))
(3.13)

where di is the distance to the obstacles measured by ith sensor shown in Figure 2.4,
sgn(v) is the sign function of the translational velocity of the robot, α j and β j are the
adjustable constants to provide the effective collision avoidance ( j = 1, 2), ḋi is the
time derivative of distance (di) to obstacles, which corresponds with the robot speed
when approaching obstacles; and s(di) is the shape function representing the relationship
between the virtual external force and the distance to the obstacle.
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The shape function is given as follows:
s(di) = 1, if di < d̄

s(di) =
1
a

[
exp
{
−(di−d̄)

2

2σ2

}
−b
]
, if d̄ < di < dmax

s(di) = 1, if di > dmax

b = exp

{
−
(
dmax − d̄

)2

2σ2

}
, a = 1−b

(3.14)

where σ and d̄ are design parameters for defining the shape function of the virtual ex-
ternal force and dmax is the maximum distance that can be measured by a proximity
sensor.

The virtual external torque and force increase as the distance to the obstacle decreases
as shown in Figure 3.3. The virtual external force will be zero when the distance of the
robot from the obstacle is greater than dmax, which is a design parameter based on sensor
specifications.

3.4 PI Controller Design

A PI controller is employed to move the robot on the desired trajectory. In this study,
the PI control works by calculating the difference between the desired velocity and the
actual velocity, as follows:

τmr = KP
(
θ̇rd − θ̇r

)
+KI

∫ (
θ̇rd − θ̇r

)
τml = KP

(
θ̇ld − θ̇l

)
+KI

∫ (
θ̇ld − θ̇l

) (3.15)

where τmr and τml are the motor torques for the right and left wheels, respectively, KP is
the proportional gain, and KI is the integral gain.

The reference velocities (θ̇rd , θ̇ld) for the right and left wheels, respectively, are calcu-
lated by

θ̇rd =
vd +Lϕ̇d

R

θ̇ld =
vd −Lϕ̇d

R

(3.16)



Chapter 3. Collision Avoidance Control for Mobile robots in a Human Living
Environments 36

where vd and ϕ̇d are the desired translational and angular velocities.

This section also discussed the derivation of PI Controller design for simulation. We
apply again Eq. (2.25) to design the appropriate Proportional Integral (PI) controller for
computer simulation to validate the effectiveness of the propose method.

Considering
KVr = KP

(
θ̇rd − θ̇r

)
+KI

∫ (
θ̇rd − θ̇r

)
dt

KVl = KP
(
θ̇ld − θ̇l

)
+KI

∫ (
θ̇ld − θ̇l

)
dt

(3.17)

where K is motor gain.

By substituting Eq. (3.17) into Eq. (2.25), the following dynamics is obtained

Imt θ̈r +Cθ̇r = KP
(
θ̇rd − θ̇r

)
+KI

∫ (
θ̇rd − θ̇r

)
dt −RDr

Imt θ̈l +Cθ̇l = KP
(
θ̇ld − θ̇l

)
+KI

∫ (
θ̇ld − θ̇l

)
dt −RDl

(3.18)

Substituting Eqs. (2.23) and (2.24) into Eq. (3.18) results in

Imt

R

(
v̇+Lϕ̈

)
+

C
R

(
v+Lϕ̇

)
=

KP

R

{(
vd +Lϕ̇d

)
−
(
v+Lϕ̇

)}
+KISr −

R
2

{
Mv̇+

I
L

ϕ̈
} (3.19)

where Sr is the integral of the tracking error of the right wheel given by

Sr =
∫ (

θ̇rd − θ̇r
)

dt (3.20)

Substituting Eq. (3.23) into Eq. (3.19), we have the following dynamics for the right
wheel(

Imt

R
+

MR
2

)
v̇+
(

ImtL
R

+
IR
2L

)
ϕ̈

=
1
R
(C+KP)v− L

R
(C+KP) ϕ̇ +KISr +

KP

R
vd +

KP

R
Lϕ̇d

(3.21)
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Similarly, we have the following dynamics for the left wheel(
Imt

R
+

MR
2

)
v̇−
(

ImtL
R

+
IR
2L

)
ϕ̈

=− 1
R
(C+KP)v+

L
R
(C+KP) ϕ̇ +KISl +

KP

R
vd −

KP

R
Lϕ̇d

(3.22)

since Sl is given by
Sl =

∫ (
θ̇ld − θ̇l

)
dt (3.23)

Eq. (3.21) and Eq. (3.22) give[
Imt
R + MR

2
ImtL

R + IR
2

Imt
R + MR

2 −
( ImtL

R + IR
2

)][ v̇

ϕ̈

]
=

[
− I

R (C+KP) −L
R (C+KP)

− I
R (C+KP)

L
R (C+KP)

][
v

ϕ̇

]

+

[
I
RKP

L
RKP

I
RKP −L

RKP

][
vd

ϕ̇d

]
+

[
KI 0

0 KI

][
Sr

Sl

] (3.24)

Then, we have[
v̇

ϕ̈

]
=

[
− 2

MR2+2Imt
(C+KP) 0

0 − 2
IR2+2ImtL2 (C+KP)

][
v

ϕ̇

]

+

[
2

MR2+2Imt
KP 0

0 2
IR2+2ImtL2 KP

][
vd

ϕ̇d

]
+

 R
MR2+2Imt

KI
R

MR2L2
+2Imt

KI

RL
IR2+2ImtL2 KI − RL

IR2+2ImtL2 KI

[Sr

Sl

]
(3.25)

Defining the state vector by x =
[
v ϕ̇ Sr Sl

]T
, input vector by u =

[
vd ϕ̇d

]T
, and
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output vector by y =
[
Sr Sl

]T
in Eq. (3.25), we employed the following linear dynam-

ics for simulation:

ẋ = Ax+Bu+D

y =Cx

A =


−a1 0 a3 a3

0 −a2 a4 −a4

−a5 −a6 0 0

−a5 a6 0 0

 , B =


b1 0

0 b2

a5 a6

a5 −a6

 ,

C =

[
0 0 1 0

0 0 0 1

]
, D =


−d1 −d1

−d2 d2

0 0

0 0



(3.26)

where

a1 =− 2
MR2 +2Imt

(C+KP) a2 =− 2L2

IR2 +2ImtL2 (C+KP) a3 =
R

MR2 +2Imt
KI

a4 =
RL

IR2 +2ImtL2 KI a5 =
1
R

b1 =− 2
MR2 +2Imt

KP b2 =− 2L2

IR2 +2ImtL2 KP

d1 =
R

MR2 +2Imt
d2 =

RL
IR2 +2ImtL2

3.5 Swarm Robot

Swarm optimization, swarm intelligence and swarm robotics are the fields considering
a group of relatively simple individuals able to cooperate to perform complex tasks, in
decentralized manner. The inspiration is found in the first line within animal societies,
such as bird, ants and bees. Social insects exhibit successful behavior in performing
complex tasks on the level of the group. These swarms are robust, able to adapt to con-
stant environmental changes in conditions of limited communications among members
and lack of global data. Swarm robotics are inspired by the flocking of animal behavior
in their living environment to accomplish a task.
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Swarm robots application have improved in the past few year since despite of many
complicated artificial algorithms proposed to improve the correctness and efficiency in
decision making of a single robot, the application of a team of robots has more advan-
tages, such as the ability to accomplish task faster than single robot [47][50][51][104].

In 1986, Reynold [43] introduced three heuristic rules that lead to creation of the first
computer animation of flocking. The three flocking rules of Reynolds are:

• Flock centering: attempt to stay close to nearby flock-mates

• Collision avoidance: avoid collision with nearby flock-mates

• Velocity matching: attempt to match velocity with nearby flock-mates

These three rules are also known as cohesion, separation and alignment that are subject to
broad interpretation that complicates objective analysis and implementation of Reynold
rules [43]. A number of recent studies on motion control for swarm robots suffer from
common drawbacks such as the use of unbounded forces for collision avoidance, lack
of scalability and irregular fragmentation and collapse [44][46][104].

In order to apply multiple robots in various human coexisting environments, the mo-
tion planning strategies is very important, such as obstacle avoidance in many different
navigation map, for example through a narrow hall or inspecting a wide space. The
obstacles considered are not only the static ones such as tables or chairs but also the
dynamics ones such as human or other robots. Depending upon the classification, mag-
nitude, and safety degree against obstacles, an allowable approaching distance needs to
be determined.

Usually, a swarm robot system consists of many identical robots. For navigation of a
swarm robot system, each mobile robot should know its location with respect to the
global reference frame, as well as the position of obstacles and other mobile robot
[54][105] [51]. The first objective of navigation will be moving to the goal point, and the
the second objective will be avoiding obstacles, and the third objective will be avoiding
other robot and human [106] [107] [108].
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3.6 Swarm Service Mobile Robot

According to the International Federation of Robotics (IFR), service robot is a robot
which operates semi or fully autonomously to perform services useful to well being of
human and equipment, excluding manufacturing operation [2][66][70][72][73][75]. A
current trend in robotics is integrating different types of sensors having different char-
acteristics to improve the performance of the robot system and also benefit from the
reduced cost of sensors.

System integration is defined as the process of bringing together the component subsys-
tems into one system and ensuring that the subsystems function together as a system.
This result of linking the process of different systems is expected to improve the perfor-
mance of a robot system. One of the examples of system integration is by installing some
different sensors with different characteristics. By designing a system with the combi-
nation of sensory data that has inherent redundancy and may provide robust recognition
of a robot’s working environment [16][17][18]. The application of this different type
of sensors installment enables the robot to be applied in dynamic environments such
as human living environment. One of the applications of service robots is rehabilita-
tion environment. The primary objectives of the rehabilitation robots are to either fully
or partially perform tasks that benefit the disabled people and support a rehabilitee’s
manipulative function [1][31][32].

Conventional, rehabilitation programs relied heavily on the experience and manual ma-
nipulation of the rehabilitator. Because rehabilitation must be conducted carefully and
the number of rehabilitee continues to increase, a well-designed service robot may prove
effective in providing the support required for careful rehabilitation. Although most ser-
vice robots developed thus far are based on a single robot application, to provide better
service, multiple service robots working together to create a swarm robot team is pre-
ferred, particularly for human services and rehabilitation purposes. The swarm robot
may not only support the rehabilitee’s movement but also conduct various tasks such as
collecting or transporting certain objects during rehabilitation.

A swarm service mobile robot operating in the human living environment needs to cope
with its dynamic changes. Hence, the fundamental function of the robot is to avoid static
and dynamic obstacles. Particularly, mobile robots in the swarm team must maintain
their velocity and avoid collisions with other swarm mates [11][44]-[51]. Existing stud-
ies have employed proximity [45] and vision sensors [48][52] for swarm robot obstacle
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avoidance, and the radio frequency identification (RFID) for localization and navigation
purposes [52]-[55].

This study presents the collision avoidance control for swarm robots moving in a dy-
namic environment of moving obstacles. A method is presented for installing different
types of sensors to achieve motion in dynamic environment. The proposed method com-
bines the information obtained by several proximity sensors, an image sensor and a lo-
calization sensor. The application of leader-follower formation is considered, in which
the swarm robot team has a leader that follows the rehabilitee, while the other robot
follows the leader robot.

This study considers the twowheeled differential drivemobile robot discussed in chapter
2 as shown in Figure 2.4 with dynamics in Eq. (2.23). From the dynamic of mobile
robot in Eq. (2.23) and based on repulsive potential field, a Reference Controller, Eq.
(3.9), is derived to create the reference trajectory. The proposed method is shown in
Figure 3.2. The position of the rehabilitee and the leader robot are considered achieved
from a localization sensor attached to them. The swarm robot discussed in this study
is concentrating on non-communicative swarming, where there is no communication
between the leader and follower but the follower keeps on following the leader robot
based on leader robot position detection. This method is also known as communication
through environment where the leader robot leaves its "traces" in the environment and
follower robot senses the trace without direct communication between them [119].

3.7 Stability Analysis

The stability analysis for obstacle avoidance in this study is by considering the case
where robot is situated inside four walls spaces as shown in Figure 3.4. The objective of
this arrangement is to investigate the effect of the walls to the robot in order to confirm
the stability of the robot system.

The distance from the sensors to the walls in Figure 3.4 is given by
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Figure 3.4: Stability analysis model

d0 =
W +L− xs

cosϕs
−L+L tanϕs

d1 =
D+L− ys

cosϕs
−L tanϕs +L

d2 =
D+L− ys

cosϕs
+L tanϕs +L

d3 =
W +L+ xs

cosϕs
−L−L tanϕs

(3.27)

where W , D are the distance from the mobile robot to the wall, xs, ys are the center
position of the robot, L is the half width of the robot, and ϕs is the robot orientation.
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The shape function in Eq.(3.14) is approximated as follows:

s(d0) =
1
a

[
exp

{
−
(
d0 − d̄

)2

2σ2

}
−b

]

∼=
1
a

[
exp

{
−
(
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)2

2σ2

}
−b

]

−2L
W − d̄
aσ2 exp

{
−
(
W − d̄

)2

2σ2

}
ϕs

+
W − d̄
aσ2 exp

{
−
(
W − d̄

)2

2σ2

}
xs

∼= sW −LpW ϕs + pW xs

(3.28)

where sW and pW are constants for stability analysis and given by

sW =
1
a

[
exp

{
−
(
W − d̄

)2

2σ2

}
−b

]
(3.29)

pW =
W − d̄
aσ2 exp

{
−
(
W − d̄

)2

2σ2

}
(3.30)

s(d1) =
1
a

[
exp

{
−
(
d1 − d̄

)2

2σ2

}
−b

]

∼=
1
a

[
exp

{
−
(
D− d̄

)2

2σ2

}
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D− d̄
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+
D− d̄
aσ2 exp

{
−
(
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}
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∼= sD +LpDϕs + pDys

(3.31)

while sD and pD are constants for stability analysis and given by

sD =
1
a

[
exp

{
−
(
D− d̄

)2

2σ2

}
−b

]
(3.32)
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pD =
D− d̄
aσ2 exp

{
−
(
D− d̄

)2

2σ2

}
(3.33)

In similar manner, we have

s(d2) =
1
a

[
exp

{
−
(
d2 − d̄

)2

2σ2

}
−b

]
∼= sD −LpDϕs + pDys

(3.34)

s(d3) =
1
a

[
exp

{
−
(
d3 − d̄

)2

2σ2

}
−b

]
∼= sW +LpW ϕs − pW ys

(3.35)

where d̄ ≤W ≤ dmax and d̄ ≤W ≤ dmax are assumed.

Considering the dynamics in Eq. (2.23) and related equations, we have

Iϕ̈ +Cϕ ϕ̇ = τu + sgn(v0)α1

{
∑

i=0,1
s(di)− ∑

j=2,3
s
(
d j
)}

+α2

{
∑

i=0,2
s(di)− ∑

j=1,3
s
(
d j
)} (3.36)

where v0 is the velocity of the robot. Substituting Eqs. (3.28), (3.31), (3.34) and (3.35)
into Eq. (3.36) results in

Iϕ̈ +Cϕ ϕ̇ =τu −2 [sgn(v0)α1 {LpW −LpD}+α2 {LpW −LpD}]ϕs

+ sgn(v0)2α1 pW xs +2α2 pW xs

(3.37)

By notating that

Q = sgn(v0)α1 {LpW −LpD}+α2 {LpW −LpD} (3.38)

we have the following dynamics from Eq. (3.37)

Iϕ̈ +Cϕ ϕ̇ = τu −2Qϕs + sgn(v0)2α1 pW xs +2α2 pW xs (3.39)
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From figure 3.4, we have
ẋs =−v0 sinϕs (3.40)

where ϕs is the orientation of the robot in Figure 3.4 and considered to have small mag-
nitude to analyze the stability in a typical linear manner.

Notating that z =
[
ϕs ϕ̇s xs

]T
, we have

ż = Aϕ z+ τu (3.41)

where Aϕ is a matrix derived from Eq. (3.39) as follows:

Aϕ =


0 1 0

−2Q
I

Cϕ Q
I

sgn(v0)2α1 pW+2α2 pW
I

−(v0) 0 0

 (3.42)

The determinant det(sI −A) is given by

∣∣sI −Aϕ
∣∣= s3 +

Cϕ Q
I

s2 +
2α1 pW +2α2 pW

I
|v0| (3.43)

Because pW is positive, if the conditions below are satisfied

Q > 0
Cϕ Q

I
−α1 pW |v0|> 0

(3.44)

then the system in Eq. (3.41) is stable [109].

Next, we consider the translational motion of mobile robots. Considering Eqs. (2.23),
(3.9) and related equations, we have

Mv̇+Cvv = Fu −β1

(
∑

i=1,2
s(di)

)
−β2

(
∑

i=0,3
min

(
ḋi,0

))
(3.45)

Substituting Eqs. (3.28), (3.31), (3.34) and (3.35) into Eq. (3.37) results in

Mv̇+Cvv = Fu −β1 pDys −β2 pDẏs (3.46)



Chapter 3. Collision Avoidance Control for Mobile robots in a Human Living
Environments 46

From
ẏs = vs (3.47)

notating that z =
[
ys ẏs

]T
, we have

ż = Avz+Fu (3.48)

where Av is a matrix derived from Eq. (3.46) as follows:

Av =

[
0 1

−2β1 pD
M −Cv+2β2

M

]
(3.49)

The determinant det(sI −Av) is

|sI −Av|= s2 +
Cv +2β2

M
s+

2β1 pD

M
(3.50)

If pD,β1,β2 > 0 then the system in Eq. (3.48) is stable [109].

3.8 Results

To prove the effectiveness of the proposed method in Figure 3.2, experiment and simu-
lation are conducted. The simulation and experiment in subsection 3.8.1 are conducted
to prove the effectiveness of the proposed method in reaching via points despite the
existence of obstacles. In subsection 3.8.2, the simulation is conducted to see the fea-
sibility of the proposed method in creating a swarm robot system in following a human
rehabilitee in an rehabilitation environment where the static and dynamic obstacles are
considered.

3.8.1 Obstacle Avoidance for a Mobile Robot Moving through Via
Points

This chapter deals with collision avoidance control for a service mobile robot moving in
a dynamic environment consisting ofmoving obstacles. Amethod for system integration
is presented to achieve the motion in a dynamic environment. The proposed method
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combines the information obtained by several proximity sensors and an image sensor.
The robot controllers consist of a reference controller and a PI controller. The reference
controller generates a robot motion trajectory by referring sensor information in real-
time, and the PI controller moves the robots to follow the generated motion trajectory.
Various simulation and experimental results, which assume static and dynamic objects
in the environment, demonstrate the effectiveness of the proposed design.

The experiment in this subsection is only to test the ability of the robot to move via
points while avoiding obstacles; the static one and stop while encountering the dynamic
one(s). Via points are considered pre-defined achieved from a localization sensor. The
mobile robot applied in this study has four IR-proximity sensors installed on it and a
Kinect sensor mounted on top of it. The algorithm and hardware design are kept simple
so that the proposed control can be applied to a variety of service robots.

Figure 3.5 and 3.7 are the comparison of robot position and orientation of simulation
results and experimental results, (a) is the experimental setting, and via points are in-
dicated by numbers, (b) is the simulation and (c) is the experimental results. Two via
points setting in Figure 3.5 is to show that the robot can reach target even the trajec-
tory is blocked by obstacle, while many via points setting in Figure 3.7 is to show the
possibility of robot's continuous tracking ability. We did the experiment five times for
each via points setting shown in Figure 3.5c and 3.7c, where T is trajectory. Figure 3.6
and 3.8 are the video captures results of Figure 3.5 and 3.7, respectively which show the
robot can reach all via points while avoiding obstacles.

The application of Kinect sensor is to know the existence of dynamic obstacle (passing
human). In the current application, when "seeing" human and human reaches the min-
imum allowed distance, robot stops as shown in Figure 3.9. Kinect sensor is also used
for the obstacle position's higher or undetectable by IR-proximity sensor.

The results obtained in this chapter will be used to develop a servicemobile robot applied
in human co-existing environment, and the stability analysis for obstacle avoidance in
this study is given in chapter 5.
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(a) Experimental setting

(b) Simulation result

(c) Experiment result

Figure 3.5: Two via points case
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3.8.2 Swarm Robot Control for Human Services and Moving Re-
habilitation by Sensor Integration

Computer simulationswere performed to verify the effectiveness of the proposedmethod.
Figure 3.10 shows the initial condition of the human living environment in which sev-
eral static and dynamic objects exist. It includes steps low enough for the rehabilitee
to step over, although these steps are considered to be static obstacles for robots. The
passing humans are considered to be the dynamic obstacles that have to be avoided by
the robots.

This simulation applies the Kinect sensor to enable the robot to “see” static and dynamic
obstacles. Figure 3.11 shows the simulation result of the Kinect sensor application. The
simulation was conducted by taking the distance data input from a real Kinect sensor
detecting approaching human. The distance data is also compared with that from the
proximity sensors. The application of Kinect sensor in Figure 3.11 shows that when
the passing human approaches the robots, and the distance from the robot to the human
is smaller than the allowed distance, the robots stop when the dwelling period reaches
approximately 50s.

Figures 3.12a - 3.19a show the simulation screenshot, and Figures 3.12b - 3.19b show
the simulation results that demonstrate the effectiveness of the proposed system. Figure
3.12 shows the rehabilitee and robots move in obstacle free environment. This setting
is to verified that the robots can follow the rehabilitee's trajectory. The resulting graph
(Figure 3.12b) shows no ripples (evidence of obstacle avoidance) since themobile robots
only consider the rehabilitee – robot distance and the distance between the robots, the
rehabilitee just walks around, and robots determine the distance to static and dynamic
obstacles. Figures 3.13a and 3.14a show the setting where the rehabilitee and the robots
are moving around static obstacles (steps) while avoiding dynamic obstacles (passing
humans). Figure 3.15 shows the setting where the rehabilitee and the robots are moving
among statics obstacles and avoiding dynamics ones, therefore Figure 3.15a shows some
ripples caused by obstacle avoidances. Figures 3.16 and 3.17 show the setting where the
rehabilitee steps on the steps, therefore the robots have to follow the rehabilitee and at the
same time avoiding the steps and the passing humans. Figures 3.18 and 3.19 show the
environment in which the rehabilitee moves randomly. Figures 3.18b and 3.19b show
trajectory results in random setups, in which more ripples are shown. In all these cases,
the swarm robots successfully follow the rehabilitee while avoiding obstacles.
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3.9 Conclusion

This chapter presents simple obstacle avoidance for a mobile robot moving through via
points. The application of this robot presented in chapters 5 is a service mobile robot
for human living environment. Simulation results show that the robot moves via points
smoothly with two different via point settings. Experimental system was constructed
and the effectiveness of the proposed system was confirmed. This chapter also presents
the design of a collision avoidance control system for swarm robots moving in an envi-
ronment that includes moving obstacles. The swarm robots follow the rehabilitee to pro-
vide support in performing his/her tasks in a dynamic environment. This study applies a
reference and PI controller. The reference controller creates the reference trajectory for
the PI controller based on the integrated sensor information obtained from the Kinect,
proximity sensors and tracking device system. The obstacle avoidance trajectory is gen-
erated by the reference controller, and the stability of the overall system is analytically
verified. Various computer simulations are performed to verify the effectiveness of the
proposed method. The rehabilitee was successfully followed by the swarm robots in all
situations.
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Figure 3.6: Video captures for results in Figure 3.5
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(a) Experimental setting

(b) Simulation result

(c) Experiment result

Figure 3.7: Many via points case
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Figure 3.8: Video captures for result in Figure 3.7



Chapter 3. Collision Avoidance Control for Mobile robots in a Human Living
Environments 54

Figure 3.9: Dynamic obstacle detection
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Figure 3.10: The initial condition of the human living environment

Figure 3.11: Simulation result of the Kinect sensor application
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(a) Computer simulation screenshot

(b) Trajectories from the simulation

Figure 3.12: Simulation result for obstacle free environment
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(a) Computer simulation screenshot

(b) Trajectories from the simulation

Figure 3.13: Simulation result of first environment setting where human and the robots
are moving around the obstacles and avoiding the passing human, referring to figure

3.10
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(a) Computer simulation screenshot

(b) Trajectory for the simulation

Figure 3.14: Simulation result of second environment setting where human and the
robots are moving around the obstacles and avoiding the passing human
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(a) Computer simulation screenshot

(b) Trajectories from the simulation

Figure 3.15: Simulation result for obstacle existing environment, where the rehabilitee
and the robots are moving among static obstacles and avoiding the dynamic ones
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(a) Computer simulation screenshot

(b) Trajectories from the simulation

Figure 3.16: Simulation result of first experiment setting where rehabilitee are stepping
on steps and the robots are avoiding the steps and passing human
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(a) Computer simulation screenshot

(b) Trajectories from the simulation

Figure 3.17: Simulation result of second experiment setting where rehabilitee are step-
ping on steps and the robots are avoiding the steps and passing human
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(a) Computer simulation screenshot

(b) Trajectories from the simulation

Figure 3.18: Simulation result of first experiment setting where rehabilitee are moving
in random motion, stepping on steps and the robots are avoiding the steps and passing

human
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(a) Computer simulation screenshot

(b) Trajectories from the simulation

Figure 3.19: Simulation result of second experiment setting where rehabilitee are mov-
ing in random motion, stepping on steps and the robots are avoiding the steps and pass-

ing human



Chapter 4

Collision Avoidance Control for a
Human-Operated Four-Wheeled
Mobile Robot

4.1 Introduction

This chapter related to the work presented in [84] as the extended of the method in
chapter 3. In this chapter, the two-wheeled mobile robot is replaced with four-wheeled
mobile robot.

Fully automated robots are desirable to support household chores, nursing and welfare
work, and industrial tasks performed by skilled workers. However, from the viewpoint
of cost efficiency, it is impractical to produce such robots using the currently avail-
able technology. Human-operated robotic systems are a suitable solution, and hence,
widely studied. The objectives of human-operated robots include extending human me-
chanical power [85][86], providing precise and smooth operations in difficult physical
tasks [87][88], and executing missions in remote or hazardous environments [89][90].
In human-operated robotic systems, controllers are required to incorporate the human
operator commands and compensate for operator's mistakes without hampering the ease
of operation. Collision avoidance function are necessary for easy and safe operation
of a robot operated by an elderly or disabled person. We consider a collision avoidance
control for human-operated four wheeled mobile robots that are widely used in common
vehicle systems.

64
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Much research has been conducted on obstacle avoidance for mobile robots [38][41][91]
[92][93]. The potential field method based on the idea of imaginary forces acting on a
robot is one of the most popular approaches to obstacle avoidance. This approach has
been extended by many studies. Because the four-wheeled robot is a nonholonomic sys-
tem, the obstacle avoidance function must consider this dynamic property. The robot
manipulator dynamics is considered and decoupled in the implementation of the obstacle
avoidance function presented in [38], however, this decoupling approach cannot be ap-
plied to the nonholonomic four-wheeled mobile robot. The dynamic window approach
is one of the most efficient approaches that consider the nonholonomic constraint and
can be applied to unknown environments [94][95]. In this approach, the mobile robot
destination is given and the robot motion is generally determined by optimizing a certain
cost function such as the distance to the destination.

In the field of autonomous vehicle control, Reichardt and Schick [96] proposed the con-
cept of risk map to achieve human-like behaviour. A risk map is an egocentric map of
potentials reflecting the risk at a certain position in the environment. Gerdes and Ros-
setter [97][98] proposed an approach based on the concept of artificial potential fields,
which ensures safe motion in the absence of driver inputs. Wolf and Burdick [99] pre-
sented a set of potential function components to assist automated and semi-automated
vehicles. However, these approaches require computational effort and expensive sen-
sors to construct and employ the risk map and artificial potential fields. This chapter
aims to present a simple approach that employs inexpensive distance sensors.

The social force model, which has been used to explain pedestrian motion [100][101],
considers the dynamics of a pedestrian and the imaginary social forces acting on him/her
in order to avoid collisions with other people or walls. Based on this concept, we propose
a control approach for collision avoidance in which the control input signal is modified
according to the distance sensor information. The proposed control system is an exten-
sion of that in [79] to a four-wheeled robot. A stability analysis is performed to validate
the proposed approach. The effectiveness of the proposed approach is demonstrated by
experimental results obtained when several unskilled operators control the four-wheeled
robot in a corridor-like environment.
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4.2 Controller Design for Collision Avoidance

4.2.1 Social Force Model

Helbing and Molnar [100] first introduced the social force model to explain pedestrian
motion. The social forces are considered to act a pedestrian in order to avoid collisions
with other people or walls and to enable motion in a specific direction at a given speed.
The social forces for collision avoidance are modeled as repulsion forces from obstacles
such as other people or walls. Follow-up studies on this concept have been conducted
[101][102]. This subsection briefly explains the concept of the social force model. The
social force model is defined as follows:

dw
dt

= F +Fl (4.1)

where w is the pedestrian velocity vector, F is the social force vector, and Fl is the
fluctuation vector. The social force vectorF defined in Eq. (4.2) consists of the attractive
force from the desired position Fα , the repulsive force from other pedestrians and walls
Fβ , and attractive force from the objects of interest Fγ :

F = Fα +Fβ +Fγ (4.2)

Helbing and Molnar [100] conducted computer simulations of interacting pedestrians
and showed that the social force model can describe the pedestrian behavior including
obstacle avoidance. The following section applies this concept to the robot vehicle con-
trol.

4.2.2 Dynamics and Control of the Four-Wheeled Mobile Robot

Figure 4.1 shows a schematic of the four-wheeled mobile robot. The dynamics of the
four-wheeled mobile robot is represented as follows [97]:

mu̇x = fxr + fx f cosδ − fy f sinδ +mωuy (4.3)

mu̇y = fyr + fx f sinδ + fy f cosδ −mωux (4.4)

Iω̇ =−a fx f sinδ +a fy f cosδ −b fyr +
d
2
{ fxrr − fxlr +( fxr f − fxl f )cosδ},(4.5)

fx f = fxr f + fxl f , fxr = fxrr + fxlr, fy f = fyr f + fyl f , fyr = fyrr + fylr,
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Figure 4.1: Four-wheeled robot model

where ux: vehicle velocity in front-rear direction, uy: vehicle velocity in the lateral
direction,ω: vehicle angular velocity, fi jk: force acting on eachwheel {i: force direction
(x or y), j: right(r) or left(l) wheel, k: front( f ) or real(r) wheel}, δ : steering angle, m:
vehicle mass, a,b: distance between the centre of gravity and the rear or front wheel, d:
distance between rear wheels (front wheels), and (˙): time derivative.

We assume that fxr and δ are inputs provided by an operator, fxrr = fxlr, fxr f and fxl f

are zero (i.e., rear-wheel drive) and vehicle parameters m, I, a, b and d are known and
constant. The forces fy f and fyr are approximated as follows Gerdes2001:

fy f ≃−c f γ f =−c f tan−1
(

uy +ωa
ux

)
−δ (4.6)

fyr ≃−crγr =−cr tan−1
(

uy −ωb
ux

)
, (4.7)

where c f and cr are the cornering stiffness, and γ f and γr are the sliding angles of the
front and rear wheels. From Eqs. (4.3) - (4.7), we have the following dynamics:

mu̇x = fxr + c f

{
tan−1

(
uy +ωa

ux

)
−δ
}

sinδ +mωuy (4.8)

mu̇y =−cr tan−1
(

uy −ωb
ux

)
− c f

{
tan−1

(
uy +ωa

ux

)
−δ
}

cosδ −mωux(4.9)

Iω̇ =−ac f

{
tan−1

(
uy +ωa

ux

)
−δ
}

cosδ +bcr tan−1
(

uy −ωb
ux

)
, (4.10)

This study assumes that several distance sensors are located on the robot. Figure 4.2
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shows an example of a sensor location for the rectangular shaped robot. Because the
distance information to obstacles is available, we include this information in steering
angles and driving force generated by rear wheels for collision avoidance as follows:

δ = δd +
m

∑
i=1

gri −
m

∑
i=1

gli (4.11)

fxr = fd −
m

∑
i=1

hri −
m

∑
i=1

hli (4.12)

where δd and fd are the steering angle and driving force designated by an operator,
respectively, and fd corresponds to the accelerating or braking force of a typical vehicle.
The virtual steering angles gri and gli are assumed to be proportional to the distance
measurement at each sensor location as follows:

gki =−pidki +qi, k = l,r (4.13)

where the subscript l or r denote that the corresponding sensor is located on the left or
right side of the robot body, i the sensor number and pi and qi are positive constants. In
this study, gri and gli are assumed to be positive. Eq. (4.11) indicates that the controller
steers to the left when the distance to the obstacle measured by the sensor located at the
right-hand side of the robot becomes small and vice versa.

Because we cannot directly apply the social force to the dynamics in Eqs (4.3)-(4.5), we
propose to include the similar effect in the steering angel and driving force, as shown
in Eqs. (4.11) and (4.12), which are common control variables in four-wheeled vehicle
systems. This controller design has not been presented as far as author's knowledge.

For simplicity, the virtual forces hri and hli in Eq. (4.12) are assumed to be proportional
to the distance measurement at each sensor location as follows:

hki =−p̂idki + q̂i,k = l,r (4.14)

where p̂i and q̂i are positive constants. From Eq. (4.12), it can be seen that the smaller
the distance, the larger the braking force provided by the controller. The effect of gki and
hki can be interpreted as in the social force model, in which the social force is modeled
as a virtual repulsive force to avoid collisions with obstacles.
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4.2.3 Stability Analysis

Using the test case presented in Figure 4.2, we consider the validity of the proposed
method for realizing the collision avoidance function in the human-operated robot. This
subsection is devoted for analyzing the validity of the control in Eqs. (4.11) and (4.12),
and the measurement of rotational deviation and forward speed as well as actual param-
eter values is not required for the control and the analysis in this subsection. Although
the vehicle system has nonlinear dynamics in Eqs. (4.3)-(4.5), we apply a linear analysis
at a certain operating point that is generally effective to predict the fundamental property
of the control system. Experiments were conducted to further verify the effectiveness,
and their results are shown in Section 3. For simplicity, the robot is assumed to have
a rectangular shape. It is further assumed that the human operator intends to move the
robot along the centerline between two parallel walls. Because of operational mistakes,
the robot deviates from the centerline as shown in Figure 4.2. The lateral and rotational
deviations are denoted by x and ϕ , respectively. The position in the vertical direction is
denoted by y. In addition, we assume that all distance sensors are located symmetrically
with respect to the centerline and only above the robot's centre of gravity, as shown in
the Figure 4.1. The number of sensors located at the left or right half side of the robot
is denoted by N.

The distance between each sensor and the walls are given as follows:

dri =
L− x
cosϕ

+ li tanϕ −B, (4.15)

dli =
L+ x
cosϕ

− li tanϕ −B, (4.16)

where L is the half distance between the walls and B is the half width of the robot. li is
the distance from the robot's centre of gravity to the ith distance sensor along the robot's
centre line.

From Figure 4.2, we obtain the following relations:

ẋ =−ux sinϕ −uy cosϕ , (4.17)

ẏ = ux cosϕ −uy sinϕ , (4.18)

ϕ̇ = ω, (4.19)
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Figure 4.2: Robot motion between walls

Assuming that the robot moves with approximately the constant speed (operating point)
(ux,uy,ω) = (ux0,0,0) as follows:

ux = ux0 +uxs, uy = uys, ω = ωs (4.20)

where (uxs, uys, ωs) is the deviation from the operating point and the steering angle δ
is small. Linearizing Eqs. (4.8)-(4.10), we obtain the following linearized dynamics:

mu̇xs = fxr (4.21)

mu̇ys =−cr
uys −bωs

ux0
− c f

uys +aωs

ux0
+ c f δ −mωsux0 (4.22)

Iω̇s =−ac f
uys +aωs

ux0
+ac f δ +bcr

uys −bωs

ux0
(4.23)

Furthermore, assuming that the angle ϕ is small and substituting Eqs. (4.17)-(4.19) after
linearization, controller Eqs. (4.11) and (4.12) and distance Eq. (4.15) and (4.16) into
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Eqs. (4.21)- (4.23) yields the following dynamics:

ÿ =
fxr

m
(4.24)

ẍ =−
cr + c f

mux0
ẋ−

2c f ∑N
i=1 pili
m

x+
(

ux0 −
bcr −ac f

mux0

)
ϕ̇ +

2c f ∑N
i=1 pili
m

ϕ(4.25)

ϕ̈ =−
ac f −bcr

Iux0
ẋ−

2ac f ∑N
i=1 pili
I

x−
a2c f +b2cr

Iux0
ϕ̇ −

2ac f ∑N
i=1 pili
I

ϕ (4.26)

where we assume the desired steering angle δd = 0. The breaking force effect appears
as in Eq. (4.24), and it is obvious that the motion is decelerated when fxr is negative.
Because the control objective is to reduce the deviation in the x and ϕ directions, we only
consider Eqs. (4.25) and (4.26) for the stability analysis. It should be noted that owing to
the nonholonomic constraint, the robot can not move instantaneously in the x direction.
Hence, we only consider the ϕ -dynamics in Eq. (4.26) for the stability analysis.

To validate the proposed method, we simply consider the case that the vehicle's front
and rear sides and the cornering stiffness satisfy a ≃ b and c f ≃ cr, respectively. Then,
we can rewrite eq. (4.26) as follows:

ϕ̈ + c1ϕ̇ + c2ϕ = c3x, (4.27)

where c1 ∼ c3 are positive constants. Eq. (4.27) is a stable system with respect to ϕ . In
addition, the positive value of x provides a positive steady state value for ϕ , whichmakes
the robot turn left and reduces the magnitude of x. Similarly, when x has a negative
value, the negative steady state value for ϕ causes the robot to turn right and reduces the
magnitude of x. Hence, this approach is expected to provide the appropriate collision
avoidance function.

4.3 Experiments

Figure 4.3 shows the experimental robot equipped with distance sensors and the con-
troller for human operators. The measurable range of the distance sensor is 10 - 80
[cm]. Rotary encoders (500 [PPR]) attached to the motors are used for measuring the
robot position and orientation by assuming that the wheel slip is negligible. The pro-
posed controller design is verified in the environment shown in Figure 4.4, where the
robot controlled by six operators is expected to move from the start position to the des-
tination.
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Figure 4.3: Experimental robot system

In order to achieve the effective collision avoidance, it is reasonable to employ a function
that provides a larger steering angle and breaking force near obstacles compared with
Eqs. (4.13) and (4.14). We consider the following nonlinear functions instead of Eqs.
(4.13) and (4.14).

gki =
αi

n
√

dki
,k = l,r (4.28)

hki =
βi

n
√

dki
,k = l,r (4.29)

Figure 4.5 shows the profile of these functions in which the parameters are set asαi = 0.5

and n = 1,2,5. Regarding to the stability analysis, linearizing Eqs. (4.28) and (4.29)
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Table 4.1: Experimental Parameters.

Parameter Value Parameter Value

m 1.33
(
kg ·m2) α1 2.0×10−3 (rad ·m3)

I 0.02
(
kg ·m2) α2 4.0×10−3 (rad ·m3)

a 0.09 (m) β1 0.4
(
N ·m3)

b 0.07 (m) β2 0.5
(
N ·m3)

C f 15.0 (N/rad) n 3
Cr 15.0 (N/rad)

Table 4.2: Number of collisions occurred for each operator

Operator No Manual Proposed
1 3 0
2 2 0
3 1 0
4 3 0
5 1 0
6 2 0

leads to Eqs. (4.13) and (4.14), and hence the linear analysis assuming a certain operat-
ing point in Section 2.3 is still valid for linearized equations of Eqs. (4.28) and (4.29).
Table 4.1 lists the parameters used in the experiment. Each operator operates the robot
under the following conditions:

(a1) Without the collision avoidance function (if the robot collides with the wall, the
operator operates the robot from the start position again).

(a2) With the collision avoidance function.

In case (a2), we consider the worst case that the operator can control only on/off of the
translational motion, and the breaking and the steering are controlled automatically.

Table 4.2 shows the number of collisions for each operator. No collisions occurred while
operating the robot with the collision avoidance function.

Figure 4.6 compares the time required for each operator to reach the goal. Because the
robot collided the wall during the trial of all operators, they performed several trials and
the required time was reduced in the last trial. The Figure 4.6 shows the required time
recorded in the last trial of the manual control case. On an average, there is no significant
difference in the required time to reach the goal with and without the proposed method.
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The average times were 9.42 s for the manual control case and 10.12 s for the proposed
method.

Figures 4.7 and 4.8 compare the operator control with and without the proposed method.
Figures 4.7(a) and 4.8(a) show the control input voltage commanded by the operator.
The control input voltage has the following relation to the steering angle δd and accel-
eration force fd in Eqs. (4.11) and (4.12), respectively:

δd =
π

180
×{16.2× (Vδ −V0)} [rad] (4.30)

fd = 0.23× (V f −V0) [N] (4.31)

where Vδ and Vf are control input voltages commanded by the human operators and

Figure 4.4: Experimental environment
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Figure 4.5: Function profile used for collision avoidance

Figure 4.6: Comparison of required time to reach the goal

V0 = 2.65 [V]. In Figure 4.7, although the operator does not steer the robot, it success-
fully moves to the goal by automatically adjusting the steering angle ϕ . In Figure 4.8,
the operator frequently adjusts both the steering wheel and accelerator. However, a col-
lision occurs at approximately x = 1.8 [m] in Figure 4.8(b). These results confirm the
effectiveness of the proposed controller design using inexpensive distance sensors and
simple control input calculations.

Experimental results show that the proposed control in Eqs. (4.11) and (4.12) can pro-
vide successful collision avoidance for the worst case that the operator can control only
on/off of the translational motion. For the case that the operator can control the speed
and the steering, the effect of functions gki and hki in Eqs. (4.11) and (4.12) may be
tuned by changing the values αi and n in Fig. 4.5. If the operator is skillful, the effect
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Figure 4.7: Proposed control results. (a) Commanded control input voltage, (b) Robot
position, and (c) Robot orientation

should be reduced, otherwise, it should be increased. Hence, the proposed control may
be useful for any level of operators in collision avoidance.

4.4 Conclusions

This chapter presents a new approach to collision avoidance for four-wheeled human-
operated mobile robots using inexpensive IR proximity sensors. Because the proposed
method considers the nonholonomic constraint of a mobile robot, it provides practical
collision avoidance control. The effectiveness of the proposed approach is demonstrated
by the results of the experiment, in which all unskilled operators could manoeuvre the
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Figure 4.8: Manual control results. (a) Commanded control input voltage, (b) Robot
position, and (c) Robot orientation

robot to the destination without collisions. In future studies, the presented linear analysis
will be extended to more general cases and the proposed robot system will be applied to
more complex environments.



Chapter 5

Vision-based Object Recognition and
Tracking Control of a Service Mobile
Robot

5.1 Introduction

The application range of robotics as a service robot in a human environment is getting
wider as we are able to combine more sensors in a single robot. This improves the per-
formance of the robot system, and also takes advantage of the reduced cost of sensors
[16][17][71]. A service robot that operates either semi or fully autonomously to per-
form services for a human in daily life must be able to continuously track the human.
This tracking is made possible by the application of a visual sensor and range finder
[2][5][11][24][66] [73][75].

Many researchers who investigated human detection and tracking mainly focused on a
vision-based method since it can be used for environmental sensing without physical
contact [21]-[25][26]. Vision robot control is a feedback control method that uses one
or more visual sensors to control the motion of the robot [5][6][110]. The control inputs
for the robot actuators are produced by processing image data relative to a target object
[27][57].

Vision, as ourmost powerful sense, provides uswith an enormous amount of information
and enables intelligent interaction with a dynamic environment. Therefore, considerable
effort has been devoted to develop a robot with sensors that mimic the capabilities of the

78
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human vision system. The first application of a vision system was based on the stereo
vision of a pin-hole camera fitted to a mobile robot or the end-effector of an arm robot
[13][15]. This application has improved rapidly of late as the recent technology enables
the combination of multiple camera features such as IR sensors, image detection, and
depth measurement [11][12][13][22][27][62].

Visual odometry is amethod of estimating themotion of a robot only by visual input. The
basic principle involves conducting iterations of two structures resulted from motions
using a stereo camera [13]. A stereo camera can be substituted by a single RGB-D (Red
Green Blue-Depth) camera [22], since the estimation of both distance to the detected
object and motion can be predicted and measured using depth mapping [23][27][28][29]
[111].

One of the most used RGB-D cameras is the Kinect sensor, a motion sensing device
developed by Microsoft Corporation. The advantages of the Kinect sensor are that it not
only enables users to develop open-source drivers and programs but is also relatively low
in cost. Using the Kinect sensor, the detection of images, distance, and depth sensing is
easier compared with other types of camera [21][23]-[30].

The potential field method for path planning is effective because of its simplicity, and
its basic mechanism is borrowed from nature (e.g., the principle of particle navigation in
a magnetic field). In robotics, this phenomenon is emulated by developing an artificial
potential field that attracts the robot to the target. The visual potential field is developed
by setting the robot navigation to a sequence of images and not by only referring to the
configuration of the obstacles [40][58][59].

In this study, we combine the potential field method with visual sensing to create a
human-following robot, i.e, the robot is enabled to track and follow an object attached
to the human. The attached object in this study is a blue circle mark. The vision sensor
mounted on the robot is a Kinect sensor, and the system is developed utilizing RGB
image detection to detect the position of the blue circle mark and depth mapping for
distance calculation.

This chapter related to the work presented in [112][113]. The algorithm applied is the
same as in previous studies implements the potential field method for path planning. The
method of setting the target position in chapter 3 is changed to object detection. The ef-
fectiveness of the proposed method is validated by developing a human-following robot
system, wheelchair following system, leader robot following system, and extending the
experiment into the hallway outside the laboratory testbed environmental system.
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5.2 Developed System Overview

This chapter presents a vision robot control system for a human and wheelchair follow-
ing robot. This is done by creating a desired trajectory and then moving the robot to
track that desired trajectory. As an extension of previous chapter 3, the via points tar-
get is changed into a moving target detection and the target is set using a blue circle
mark. The robot is driven to the mark using an attractive potential field while it avoids
obstacles using a repulsive potential field.

The system developed is summarized as follows:

1. The target is set using a blue circle mark to be intercepted that is attached to a
human target, wheelchair and leader robot in which the robot will follow contin-
uously.

2. TheRGB image is processed to identify the human target with the blue circlemark,
depth mapping is used to calculate the distance from the robot to the human, and
a camera is used to track the detected mark.

3. A desired (reference) trajectory is set by applying an attractive virtual force to the
target, and a repulsion virtual force to the obstacles.

4. A proportional integral (PI) controller is used to move the robot through the de-
sired trajectory.

5.3 Object Detection and Tracking

In this study, the object to be detected and tracked is a blue circle mark, and the algorithm
is designed to keep the mark close to the center of the image plane of the camera.

5.3.1 Image Processing for Object Detection

Image processing is required for a robot to track a desired trajectory. The purpose of
image processing in this study is to locate the projected target position on an image
plane. The image processing for detection is conducted by filtering the blue color from
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Figure 5.1: Blue circle detection flowchart

all the background colors, detecting and counting all the edge pixels to locate the circle
mark, and finally obtaining the coordinates of the projected target on the image plane.

To obtain the distance between the camera and the blue circle mark, depth mapping
is applied. Since the camera is mounted on the top of the robot, the distance between
the robot and the blue circle mark is the same as the distance between the camera and
the blue circle mark. The flowchart showing the steps of image processing and depth
mapping for the blue circle mark is given in Figure 5.1. The result of the detected blue
circle using image processing is shown in Figure 5.2b and the depth mapping is shown
in Figure 5.2c.

5.3.2 Camera - Object Tracking Modeling

The reference trajectory for object tracking is obtained by applying an attractive po-
tential field that is defined as a function of the relative distance between the robot and
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(a) Captured image with Kinect sensor

(b) Image procesing result (c) Depth mapping for target with distance
60cm from Kinect sensor

Figure 5.2: Image processing and depth mapping result

the target (a blue circle mark attached to a human target, wheelchair, or leader robot).
The attractive potential field is then continuously updated and recalculated as the robot
approaches the target.

The analysis for the blue circle mark position detection is performed using a perspective
projection method, as shown in Figure 5.4, where Pc

m is the position of the blue circle
mark, Pc

pm is the projected point of the blue circlemark in the image plane (the superscript
(c) indicating that the positions are relative to the camera coordinate frame), Pc

c is the
position of the Kinect sensor (camera), and Pc

r is the position of the robot. The other
notations in Figure 5.4 are ε (the focal length of the Kinect sensor), dact (the actual
distance from the camera to the blue circle mark), and dpm( the distance from the camera
to the image plane).

5.3.2.1 Analysis of Visual Servoing Methods

There are two basic ways to approach the problem of vision-based control and these are
distinguished by the way how the data provided by the vision system is used. The first
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approach to vision-based control is known as position-based visual servo control. With
this approach, the vision data is used to build a partial 3D representation of the world.
The second method known as image-based visual servo control directly uses the image
data to control the robot motion [5][6][8]. The most common approach has been to use
easily detected points on an object as the feature points [56][63].

The error function is then the vector difference between the desired and measured lo-
cations of these points in the image [8]. The objectives of vision based control is to
minimize error that is defined by

e(t) = Pc
m − P̃c

m (5.1)

Pc
m indicates the real vector image features being tracked and P̃c

m is the desired features
of the image. If the single point is used as the projected image feature, then Pc

m can be
defined in term of image plane coordinates of such

Pc
pm =

[
xc

pm

yc
pm

]
(5.2)

The time derivative ofPc
pm is the image feature velocity and linearly related to the camera

velocity. If the camera velocity (Ṗc
c ) is represented by

Ṗc
c =

[
v

ω

]
(5.3)

where v is the linear velocity of the origin of the camera and ω are the angular velocity
of the camera about z axis of camera coordinate frame, then the relationship between
the image feature velocity and the camera velocity is given by

Ṗc
m = Jpm (Pc

m,P
c
c ) Ṗc

c (5.4)

The matrix J is the image Jacobian matrix or interaction matrix as the function of image
features and position of the camera. In order to derive the interaction matrix which
relates the velocity of the camera (Ṗc

m) to the time derivatives of the coordinates of the
projection of a 3D fixed point of Pc

m in the image plane.
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5.3.2.2 Velocity of a Fixed Point Relative to a Moving Camera

In this study the camera is moving or also called eye-in-hand system. The camera is
mounted on the robot, therefore the motion of the robot does not affect the camera mo-
tion. In this way, the camera can observe the motion of object and without occlusion
as the robot moves through the workspace. One of the disadvantage of this method is
that the geometric relationship between the camera and the workspace changes as the
robot moves. The field of view can change drastically for even small motion of the
manipulator, particularly if the robot change orientation [5][6][8].

When considering the moving camera, it is necessary to find out an expression of the
velocity of point Pc

m with respect to the moving camera. Using homogeneous transfor-
mation equations, the relationship between the coordinates of point Pc

m with respect to
world frame and moving camera is derived below [8].

If Pw
m is the coordinate of point Pc

m relative to world coordinate frame and does not vary
with time since Pw

m is fixed with respect to world coordinate frame. Then the relationship
between the point Pc

m relative to the moving camera frame at time t is given by

Pw
m = Rw

c Pc
m +Ow

c (5.5)

where Rw
c is the rotation matrix to transform from camera coordinates frame to world

coordinates frame and Ow
c is the origin of the camera coordinates frame relative to world

coordinate frame.

The time derivative of Ṙw
c is given by

Ṙw
c = S (ω)Rw

c (5.6)

where S is a skew symmetric matrix that can be represented as S (ω) for a unique vector
ω . The vector ω is the angular velocity of the rotating frame with respect to the fixed
frame at the time t.

Thus, at time t we can solve for the coordinates of Pc
m relative to the camera frame by

Pc
m = Rc

wPw
m −Rc

wOw
c (5.7)

In the reminder of this section, to simplify notation we will define R = Rc
w and O = Oc

w.
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Now, to find the velocity of the Pc
m relative to the moving camera frame, we can differ-

entiate eq. (5.7) as follow

d
dt

Pc
m =

d
dt

[
RT Pw

m
]
− d

dt

[
RT O

]
=

d
dt

[
RT ]Pw

m − d
dt

[
RT ]O−RT d

dt
O

=
d
dt

[R]T (Pw
m −O)−RT Ȯ

(5.8)

where (Pw
m −O) is the vector from the origin of the moving frame to the fixed point

Pw
m , expressed in coordinates relative to the fixed frame, and thus RT (Pw

m −O) = Pc
m is

the vector from the origin of the moving frame to the point Pc
m expressed relative to the

moving frame.

By using eq. (5.6), we can write eq. (5.8) as

Ṗc
m = [S (ω)R]T (Pw

m −O)−RT Ȯ

= RT ST (ω)(Pw
m −O)−RT Ȯ

= RT [S (−ω)(Pw
m −O)]−RT Ȯ

=−RT ω ×RT (Pw
m −O)−RT Ȯ

(5.9)

The vector ω gives the angular velocity vector for the moving frame expressed relative
to the fixed frame, i.e., ω = ωw. Therefore, RT ω = Rc T

w ωw = ωc
m gives the angular

velocity of the moving frame. Similarly, note that RT Ȯ = Ȯc
m gives the translational

velocity of the moving frame.

Using this derivation, we can write the equation for the velocity of Ṗc
m relative to moving

camera frame
Ṗc

m =−ωc
m ×Pc

m − vc
m (5.10)

where Ṗc
m =

[
ẋc

m ẏc
m żc

m

]T
. By denoting that the coordinates for the angular velocity

vector by ωc
m =

[
ωc

mx ωc
my ωc

mz

]T
= Rc T

w ωc
w and Ȯc

m =
[
vc

mx vc
my vc

mz

]T
, we can

write eq. (5.10) 
ẋc

m

ẏc
m

żc
m

=−


ωc

mx

ωc
my

ωc
mz

×


xc
m

yc
m

zc
m

−


vc
mx

vc
my

vc
mz

 (5.11)
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which can be written as the system of three equations

ẋc
m = yc

mωc
mz − zc

mωc
my − vc

mx

ẏc
m = zc

mωc
mx − xc

mωc
mz − vc

my

żc
m = xc

mωc
my − yc

mωc
mx − vc

mz

(5.12)

5.3.2.3 Velocity of a Moving Point Relative to a Fixed Camera

With a fixed camera configuration, the camera is positioned so that it can observe the
robot and any objects around the robot. One of the advantages of this approach is that
since the camera position is fixed, the field of view does not change as the robot moves.
The geometric relationship between the camera and the workspace is fixed, and can be
calibrated offline. The disadvantage to this approach is that the robot moves through the
workspace, it can occlude the camera's field of view.

This study requires the determination of the velocity of a moving point relative to a fixed
camera. However, as mentioned at the previous subsection, the use of a camera requires
us to interpret the motion of a 3D object through 2D images provided by the camera.
The primary problem is that 3D information has to be compressed and nonlinearly trans-
formed into 2D transformation; hence, some techniques has to be developed to obtained
3D information despite the fact that only 2D information is available.

In this study, we apply an algorithm for a moving point relative to a moving camera. In
previous subsection, we derive the velocity of a fixed point relative to a moving camera
as mentioned in [5][8], and in this subsection, we derive the velocity of a moving point
relative to a fixed camera. The relationship between the velocity of projected moving
object in camera coordinates plane (Ṗc

w) and the velocity of the robot in world coordinates
frame (Ṗw

m ) is given by
Ṗc

m = Rc
wṖw

m (5.13)

where Rw
c is the rotation matrix as below

Rc
w =


cosϕ 0 −sinϕ

0 1 0

sinϕ 0 cosϕ

 (5.14)
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Figure 5.3: Robot position in camera coordinates frame relative to world coordinates
frame

Eq. (5.13) can be rewritten as
ẋc

m

ẏc
m

żc
m

=


cosϕ 0 −sinϕ

0 1 0

sinϕ 0 cosϕ




ẋw
m

ẏw
m

żw
m

 (5.15)

By using linear algebra, from eq. (5.15), we have the following relation

ẋc
m = ẋw

m cosϕ − żw
m sinϕ

ẏc
m = ẏw

m

żc
m = ẋw

m sinϕ + żw
m cosϕ

(5.16)

5.3.2.4 Velocity of a Moving Point Relative to a Moving Camera

This thesis considers the velocity of a moving point relative to a moving camera. In
this subsection, we combine the derivation of the velocity of a moving point relative to
fixed point and the velocity of a fixed point relative to a moving camera. The proposed
algorithm relies on the availability of a reference frame of the target object, captured at
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a known orientation relative to the camera. For the general case where both the camera
and the object are in motion relative to an inertial frame, a single geometric length on
the object is assumed to be known. In this study, this information is provided by the
depth information from a Kinect Sensor.

In order to get the Jacobian matrix for relating the moving camera and moving point,
we combine eq. (5.12) and eq. (5.16), we have

ẋc
m = yc

mωc
mz − zc

mωc
my − vc

mx + ẋw
m cosϕ − żw

m sinϕ

ẏc
m = zc

mωc
mx − xc

mωc
mz − vc
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(5.17)

Figure 5.4: Robot and camera position in camera coordinates frame relative to world
coordinates frame
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From figure 5.4, we have the relation between the target pose in target coordinate frame
(Pm) and the projection of target pose in image plane (Ppm) below
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where ς is the unknown positive constant.

By substituting eq. (5.18) into eq. (5.17), we have
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By differentiating eq.(5.18), we have the velocity of the projected target in image plane.
The velocity with respect to x-axis in camera coordinate frame is given by
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mẋw
m cosϕ − zc

mżw
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mẋw

m

(zc
m)

2 sinϕ +
εxc

mżw
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With the same manner, we have the velocity with respect to y-axis in camera coordinate
frame as below
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mẋw
m

(zc
m)

2 sinϕ +
ε
zc

m
+

εyc
mẋw
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5.3.3 Moving Object Detection and Tracking

In this study, the object to be detected and tracked is a blue circle mark, and the algorithm
is designed to keep the mark close to the center of the image plane of the camera. In this
study, we apply the assumptions below:

1. The Kinect sensor is mounted on the top of the robot and the blue circle mark is
attached to a human target, wheelchair, or leader robot; therefore, both the camera
and the mark are moving, and for that we are using the analysis of a moving point
relative to a moving camera.

2. The image formation is modeled by the pinhole lens approximation, where the
lens is considered to be an ideal pinhole located in the focal center of the lens.

3. Under the pinhole assumption, Pc
m , Pc

pm , and the origin of the camera coordinates
frame are collinear, as shown in figure 5.4.

The next step to get the relation between the robot velocity and target velocity is by
deriving the image Jacobian matrixes Jpm. From eq. (5.4), the image Jacobian matrix is
defined. It is a nonlinear map between the moving frame and the robot's coordinates in
the camera image. Eq. (5.4) provide an interface for robot velocity inputs, most image
based visual control strategies are based on the relation of the robot's velocity and the
image features. By rearranging eq. (5.21) and eq. (5.23) in the matrix form, we have
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The first three columns are dependent on the image plane coordinate
(
xc

pm,y
c
pm
)
and the

depth, z, of the 3D point relative to the camera frame. Since the velocity of the moving
camera is v(t) =

[
vx vy

]T
and ϕ̇ (t) = ωmy, the relationship between the velocity of the

moving projected point
[
ẋc
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ẏc
r

ϕ̇
ẋw
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Jpm is the image Jacobian given by:
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By considering the actual distance dact in +Z direction, we have
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Substituting eq. (5.27) into eq. (5.26), we have the following image Jacobian that con-
siders the distance between the robot and the blue circle mark.
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5.4 Controller Design

This study applied two controllers, a Reference controller and PI-controller. The refer-
ence controller is derived and discussed thoroughly in chapter 3 and PI-controller applied
is the same with PI-controller used in chapter 5.
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Figure 5.5: Block diagram of the proposed method

As in previous chapters, the potential field method is applied and the target creates the
attractive force and the obstacle creates repulsive force. The reference controller gen-
erates the reference trajectory to reach the target and PI-controller moves the robot to
follow the reference trajectory. Figure 5.5 shows the block diagram of the proposed
method in this chapter.

5.5 Experiment

Experiment was conducted to validate the effectiveness of the proposed method. The
robot is assigned to recognize and track the moving object. The moving object consid-
ered in this study is a blue circle mark of 25 cm diameter attached to human, wheelchair
or leader robot. As the robot can recognize any blue circle, a large circle was used to
ensure that the robot only follow the assigned one.

5.5.1 Experimental Environment Setting

The experiments related in this study are conducted in scenarios below

1. Obstacle free environment for moving target following system.

The courses in this scenario is meant to test whether the robot can follow the
moving object by not exposing the robot to the obstacle that we can focus only to
the following algorithm.
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• One human target is followed by the robot through three courses; a straight
course, an L-shaped course and a crank course

• A wheel chair is followed by the robot through an L-shaped course. The
wheelchair experiment is done only for one course scenario since other courses
are already conducted in human-following and the effectiveness is confirmed.

2. Obstacle existence environment.

This is the complete system of moving target following system by applying the
obstacle avoidance algorithm at the same time with following algorithm.

• Five human targets are followed through a crank course bordered by box
functioning as obstacles. In this course, the obstacle avoidance is applied to
ensure that the border and human target are not damaged.

• Wheelchair is followed by the robot in L-shaped. The L-shaped course is
first conducted for one human operating wheel chair, to see whether the sys-
tem is also effective for the obstacle existence environment. The L-shaped
course is relatively easy course for wheelchair operated by human to maneu-
ver compared to crank course.

• Wheel chair is followed by the robot in crank course. This scenario was done
five times by different human operator.

3. Occlusion.

In this study, occlusion is defined as the condition where the robot loses sight of
the blue circle mark. This scenario is to prove that the robot gets the coordinate
of the target position all the times (as if the robot sees the target all the times),
therefore a brief occlusion will not affect the moving object following system.

• One human target was followed in course where the human made a sudden
turn causing the robot suffered a brief occlusion.

• One human target was followed by the robot through a course while the robot
is subjected to a brief occlusion by an obstacle.

4. Extended to Swarm Robot.

This scenario is intended to test the possibility of creating swarm robot by using
the proposed method. The robot is following the blue mark attached to another
robot. In this scenario the movement of the leader robot creates brief occlusion to
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the robot making the moving object following system more challenging. Unfor-
tunately, due to the limited availability of the robots, the system is only possible
using one robot leader and one follower.

This system is also possible for a leader robot following a human target and a fol-
lower robot following the leader robot, however due to the limited test-bed space,
this scenario cannot be applied. Instead, we applied the same courses applied to
the previous scenario. The leader robot's trajectory is not applying the proposed
method trajectory system.

• The robot follows the leader robot in L-shaped course.

• The robot follows the leader robot in crank course.

5. Extended to the hall way

This scenario is conducted to prove that the moving target following system can
be extended outside the laboratory test-bed area. The robot is set to follow a
wheelchair in a hallway shown in figure 5.20.

5.5.2 Experimental Results

The experiments were conducted according to the designed scenarios. The results of
those experiments are elaborated below

1. Obstacle free environment for moving target following system.

The obstacle free environment scenario is used to test whether the system is good
enough for target following system. The courses are made similar to obstacle
existence experiment. The robot intercepted and followed the moving object suc-
cessfully in all the obstacle free environment courses as shown in figure 5.6a, 5.7a,
5.8a, and 5.9a for video captures, and figure 5.6b, 5.7b, 5.8b, and 5.9b for robot
motion trajectories.

The wheelchair following system, Figure 5.9a, was only conducted in one course
since the effectiveness of the proposed method for obstacle free environment is
already confirmed in human-following system for other courses in Figures 5.6a,
5.7a, and 5.8a.
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(a) Video captures

(b) Robot motion trajectory

Figure 5.6: Obstacle free environment for straight course human following system
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(a) Video captures

(b) Robot motion trajectory

Figure 5.7: Obstacle free environment for L-shaped course human following system

2. Obstacle existence environment.

The next experiment is by applying the system in obstacle existence environment,
where the robot is subjected to the courses bordered by boxes considered as the
obstacles. The specification of the courses used are shown in figure 5.10. Figure
5.10b shows the track specification used by the robot to intercept and follow the
human target in a crank course bordered by obstacles. Figure 5.11a shows the
video captures of the robot following the human target, and avoiding the obstacles
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(a) Video captures

(b) Robot motion trajectory

Figure 5.8: Obstacle free environment for crank course human following system

(border boxes). The obstacle avoidance trajectory is generated by applying the
repulsion virtual force in eq. (3.9).

To validate of the proposed method, we used a further four human targets to repeat
the experiment as shown in Figure 5.11a. Figure 5.11b shows the results of robot
motion trajectory for the five human targets, where H1-H5 denotes the human
target number. The robot follows all the human targets continuously with the same
motion trajectory. Figure 5.12a - 5.12d shows the distance data from the proximity
sensors installed on the robot, where d0 - d3 are the distance data from proximity
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(a) Robot motion trajectory

(b) Robot motion trajectory for L-shaped course

Figure 5.9: Obstacle free environment for wheelchair following system

sensors 0 - 3, respectively. When the distance from the robot to an obstacle is less
than the minimum, the robot avoids the obstacle while still following the human
target. In the second scenario, occlusion does not occur in all cases.

In order to prove the effectiveness of the proposedmethod applied in service robot,
we attached the blue circle mark to a wheelchair. Figure. 5.10a shows the L-
shaped course and Figure 5.10b shows the crank course for the robot to track and
follow a wheelchair and function as a service robot giving support to a human.
Figure 5.13a is the video captures for wheelchair following, and figure 5.13b is
the robot motion trajectory. After we confirmed that the robot can follow the
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(a) L-shaped course

(b) Crank course

Figure 5.10: Obstacle existence course design

wheelchair as it followed a human, the robot was set to follow wheelchair in a
crank course and the video captures is shown in figure 5.14a. To give repeata-
bility proof of the proposed method, we asked other four humans to operate the
wheelchair in the same course. Figure 5.14b shows the result of robot motion
trajectory for five human-targets in wheelchair following system.

3. Occlusion.

In the third scenario, as the robot intercepts the mark attached to the human-target,
it is subjected a brief occlusion (i.e., the robot loses sight of the blue circle mark).
However, since the attractive virtual forces are applied to the blue circle mark, the
robot turns back to the direction of the human target and continues to follow.
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(a) Video captures

(b) Robot motion trajectory for 5 human targets

Figure 5.11: Human following in crank course bordered by boxes
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(a) Proximity sensor 0 Data

(b) Proximity sensor 1 Data

(c) Proximity sensor 2 Data

(d) Proximity sensor 3 Data

Figure 5.12: Proximity sensors data for human following system in crank course bor-
dered by obstacles for five human targets
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(a) Video captures

(b) Robot motion trajectory

Figure 5.13: Wheelchair following in L-shaped course bordered by boxes

The first occlusion experiment is given by video captures in figure 5.16a where
the human target made a sudden turn, making the robot suffers a brief occlusion.
Trackingmeans continuous following and the robot keeps on following and know-
ing the position of human-target all the times. Since the human-target direction
is known to the robot, the robot can maintain the tracking and following although
there is a brief occlusion between them.

Since the pose of human-target was known by the robot beforehand, i.e. the robot
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(a) Video captures

(b) Robot motion trajectory

Figure 5.14: Wheelchair following in crank course bordered by boxes
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(a) Proximity sensor 0 Data

(b) Proximity sensor 1 Data

(c) Proximity sensor 2 Data

(d) Proximity sensor 3 Data

Figure 5.15: Proximity sensors data for wheelchair following system in crank course
bordered by obstacles for five human targets
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"sees" the next pose of the mark after reaching the current pose of the mark, there-
fore the robot can still maintain the human following system. Figure 5.16b shows
the robot motion trajectory of continuous following despite the availability of brief
occlusion.

The brief occlusion can also occur due to obstacle avoidance. The obstacle avoid-
ance in the third scenario is different from that in the second scenario. In the
second scenario, the robot avoids obstacles without losing sight of the blue circle
mark; therefore, it is still able to follow continuously. In the third scenario, the
frontal obstacle avoidance causes the robot to change direction and human track-
ing is interrupted. The virtual attraction force of the target causes the robot to
know the prior position of the human target, therefore if the occlusion happens
briefly, the robot still can maintain the following system. The video captures of
the third scenario in Figure 5.17a show that the robot turns back to the direction of
the human target, and this is also shown in the robot motion trajectory in Figure
5.17b.

4. Extended to Swarm Robot.

The fourth scenario is meant to test the possibility of creating swarm robot using
the proposed method. The robot is tested to follow the leader robot in L-shaped
course and crank course. Due to the limited availability of the robots, we can only
test one robot leader and one robot follower. The robot leader trajectory genera-
tion was not applied using the proposed method of this study. Figure 5.18a shows
the L-shaped course, and Figure 5.19a shows the crank course. The difficulty of
leader-follower system is that the robot leader can make sudden turn causing the
robot (follower robot) to suffer a brief occlusion. Since the vision-based control
applied to the robot is robust to brief occlusion, the robot was able to make contin-
uous following system for both the L-shaped and crank course, as shown in robot
motion trajectory in 5.18b and 5.19b. The proposed method also makes it possi-
ble to create the swarm robot as discuss in figure 3.12 of Chapter 5. However, the
limitation of space in our test-bed makes it very difficult.

5. Extended to Hallway

In order to prove that the proposed system can be extended to outside laboratory
testbed, we did experiment in hallway, shown in fig. 5.20. Fig. 5.21 is the video
captures that show the robot successfully follows the wheelchairs. However due
to the Kinect sensor limitation and sensitiveness to the light, the robot losses the
sight of target many times (occlusion occurrences). We conducted the experiment
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(a) Video captures

(b) Robot motion trajectory

Figure 5.16: Brief occlusion due to human sudden turn
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(a) Video captures

(b) Robot motion trajectory

Figure 5.17: Brief occlusion course due to obstacle avoidance
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(a) Video captures

(b) Robot motion trajectory

Figure 5.18: Leader robot following in L-shaped course
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(a) Video captures

(b) Robot motion trajectory

Figure 5.19: Leader robot following in crank course
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Figure 5.20: Hallway track course

in 3 steps, shown in figure 5.22b, from the shortest track distance to the longest
track.

5.6 Conclusion

We applied the vision-based object recognition (image processing and depth mapping)
and potential field methods in this study. This study is the continuation of previous
chapters; however, here, the target is changed to a moving object (attached to a human
target, wheelchair, or leader robot). Experiments were conducted by placing the robot
in several environmental settings. All the experimental results show that the proposed
method is effective for visual sensor based control of a mobile robot.
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Figure 5.21: Video captures of wheelchair following in hallway
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(a) Robot motion trajectory

(b) Robot motion trajectory for 3 attempts

Figure 5.22: Robot motion trajectory of wheelchair following in hallway



Chapter 6

Extended Work

6.1 Introduction

This chapter extends the work presented in Chapter 5. The robot specifications were
those discussed in Chapter 2. Thiswork reconstructs the research published in [13][62][117]
and [118] by modifying the proposed method, thus demonstrating its adaptability to
many applications.

Although color detection and human detection have been extensively reported, most of
the studies have employed expensive sensors and complicated algorithms. This chapter
discusses whether human and object following can be achieved by combining inexpen-
sive sensors and a simple algorithm. The test robot is shown in figure 6.1.

This chapter is related with the work presented in [112] [113].

6.2 Blue Detection

6.2.1 Vision-based System Designed

In this study, object tracking and following were achieved by RGB color detection with-
out specific shape detection, as discussed in Chapter 6. The proposed system design was
compared with that used in [62]. The designed vision-based system can be summarized
as follows:

115
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Figure 6.1: Two-wheeded mobile robot

• The target is a blue object attached to a human target or wheelchair. This target
will be tracked and followed by the robot.

• The target attached to the human or wheelchair is identified by processing the
RGB images. The distance from the robot to the blue object is calculated by depth
mapping.

– The blue color is filtered from other background colors by a Euclidean filter,
which fills the entire background (other than the target color) with black.
Figure 6.2 shows the result of Euclidean filtering.

– The blue color is maintained at the center of the camera at all times.

– The distance between the blue color and the camera is calculated by depth
mapping.

– The blue detection is analyzed by the algorithm discussed in Chapter 6.

• The desired (reference) trajectory is set by applying an attractive virtual force to
the target.
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Figure 6.2: The blue mark detection using Euclidean filter

• To improve the effectiveness of the system and to differentiate the blue mark from
other blue regions in the experimental environment, a second attractive force is
computed from the IR proximity sensor data. This force maintains the robot close
to the followed human or wheelchair.

• The desired trajectory of the robot is guided by a PI controller.

The following assumptions were made in this experiment:

• The camera was a Kinect sensor mounted on top of the robot, and its position was
fixed.

• The poses of the camera and robot were identical.

• The pose of the image was modeled by the pinhole lens approximation.

6.2.2 Experiment

This experiment assessed the effectiveness of the proposed method. The robot was as-
signed to track and follow the moving blue object attached to the human or wheelchair.
The blue mark was sufficiently large to be easily recognized by the robot. To prevent
the robot from following other blue marks, we combined the attractive force toward the
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mark with the virtual attractive force toward the human/wheelchair attached with the
blue mark. The virtual attractive force on the human/wheelchair was based on the data
from the IR proximity sensors.

The blue-mark-following experiment was conducted under the following conditions:

1. Blue mark attached to a human

• The robot followed a blue mark attached to a human inside the laboratory.
The human moved freely and was followed by the robot.

• The robot followed a blue mark attached to a human in a hallway.

2. Blue mark attached to a wheelchair

• The robot followed a blue mark attached to a wheelchair inside the labora-
tory. The wheelchair was operated freely and was followed by the robot.

• The robot followed a blue mark attached to a wheelchair in a hallway.

The experiments were conducted according to the designed scenarios. Figure 6.3 and
6.4 show the video captures of the robot following a blue mark attached to human who
moved freely inside the laboratory and in the hallway respectively.

Figure 6.5 and 6.6 show the video captures of the robot following a blue mark attached
to a wheelchair that operated by a human inside the laboratory and in the hallway, re-
spectively. The experimental results show that the proposed method is effective for all
of the scenarios. However, the designed system is not including obstacle avoidance and
not robust to occlusion.

6.3 Human Detection

6.3.1 Vision-based System Designed

Human detection and following is typically achieved by a stereo-camera system and
laser range finders. Satake et al. [117] [118] detected and tracked a walking person
by a template matching method. Munoz-Salinas et al. [13] used a single camera for
person-tracking and combined color detection with the position information.
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Figure 6.3: Video captures of a blue mark following attached to a human inside the
laboratory
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Figure 6.4: Video captures of a blue mark following in a hallway

The human skeleton was detected by the Kinect sensor, and the effectiveness of follow-
ing the target was enhanced by applying a virtual attractive force to the human target.
For this purpose, we used the data from the IR proximity sensor. Skeleton detection by
the proposed system is shown in figure 6.7.
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Figure 6.5: The Robot is following a bluemark attached to wheelchair that moves freely
inside laboratory

6.3.2 Experiment

Human detection was conducted in two experimental settings: the laboratory and a hall-
way. In both settings, the human moved freely. Figure 6.8 and 6.9 show the video cap-
tures of human tracking and following in the laboratory and hallway, respectively. The
proposedmethod proved effective in both settings. However, tests of obstacle avoidance
and robustness to occlusion were excluded.
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Figure 6.6: The robot is following a blue mark attached to wheelchair moving in a
hallway

6.4 Conclusion

This chapter extended the present method to a wider range of applications. The con-
troller was unchanged from previous chapters. The data from the IR proximity sensor
provided the attractive force toward the blue mark and the human in the blue-mark-
detection and human-detection tests, respectively. The experimental system was de-
signed and the results show the effectiveness and flexibility of the proposed method
in diverse applications of the service mobile robot. However, obstacle avoidance and
robustness to occlusion were not considered in this chapter.
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Figure 6.7: Skeleton detection by a Kinect sensor
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Figure 6.8: Video captures of a robot following a moving freely human
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Figure 6.9: Video captures of a robot following human in a hallway



Chapter 7

Summary and Future Works

7.1 Summary

This thesis proposes a control design for collision avoidance and object-following con-
trol of mobile robots in human living environments. First we assembled a widely used
mobile robot; namely, a two-wheeled differential-drive mobile robot balanced by two
castor wheels. The vision sensor was a Kinect sensor mounted on top of the robot, and
four IR-proximity sensors were installed for collision avoidance.

The designed reference controller was based on the potential field method, in which ob-
stacles exert repulsive forces on the mobile robot. In Chapter 3, the goal setting was
pre-defined by assuming that the targets were indicated by the position sensor. We also
designed a well-known PI controller based on the kinematics and dynamics models de-
rived in Chapter 2. An experimental system was constructed, and the effectiveness of
the proposed system was confirmed.

Chapter 3 presents the collision avoidance scheme achieved by the model reference con-
trol based on the potential field path planner. The designed controllers installed in the
mobile service robot are presented in the subsequent chapters. A system integration
method, by which the robot moves in a dynamic environment, is also presented. The
effectiveness of the proposed system is demonstrated by discussing the results of sim-
ulations and real experiments. This chapter also discussed the possibility of creating
a swarm robot system by the proposed method by presenting the collision avoidance
control for swarm robots moving in a rehabilitation environment of static and moving
obstacles. Motion in the dynamic environment was enabled by a system integration

126
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of installing several sensors. Specifically, the proposed method combines the informa-
tion obtained by several proximity sensors, an image sensor, and localization sensors
(RFID system). The swarm robot team adopted a leader–follower formation, in which
the leader robot followed the rehabilitee, while the other robots followed the leader
robot. The robot controllers were the reference and PI controller. The reference con-
troller generates the robot motion trajectory by referring to sensor information in real
time, and the PI controller directs the robots along that trajectory. The effectiveness of
the proposed design was verified in several simulation studies, with static and dynamic
obstacles placed in a human living environment.

Chapter 4 extended the method in Chapter 3 to a human-operated four-wheeled mobile
robot in a semi-autonomous setup. Using semi-autonomous robots increases the cost
efficiency in some environments, where fully autonomous robots using the currently
available technology are impractical. Human-operated robotic systems are widely stud-
ied for their suitability in many situations. Human-operated robots supplement human
mechanical power, providing precise and smooth operations in difficult physical tasks,
and when executingmissions in remote or hazardous environments. Chapter 4 presented
a novel collision avoidance for four-wheeled human-operated mobile robots using in-
expensive infrared distance sensors. By imposing a non-holonomic constraint on the
mobile robot, the proposed method provides practical collision avoidance control. The
effectiveness of the proposed approach was experimentally verified by establishing that
entirely unskilled operators could maneuver the robot to its destination without colli-
sions.

In Chapter 5, we extended our study to vision-based control by maximally employing
the Kinect sensor mounted on top of the robot. Semi- or fully autonomous service robots
that assist humans in daily life must be able to continuously track humans. This track-
ing was enabled by installing a visual sensor. The potential field method was combined
with visual sensing to create a human-following robot; that is, a robot that tracks and
follows an object attached to the human. In this study, the attached object was a blue
circular mark. The position of the blue mark and the depth mapping for distance cal-
culation were detected by RGB image detection. As in previous studies, the algorithm
implemented the potential field method for path planning. In this chapter, the method of
setting the target position in Chapter 3 was modified for object detection, tracking, and
following. The effectiveness of the proposedmethod was validated in human-following,
wheelchair-following, and leader robot-following systems, and (as an extension) in a
hallway outside of the laboratory testbed. During the experiments, the robot was placed
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in different environmental settings. The experimental results showed the effectiveness
of the proposed method for visual-sensor- based control of a mobile robot.

In Chapter 6, we investigated whether a combination of two inexpensive sensors and
a single algorithm could achieve human and object following. The object tracking and
following were achieved by RGB color detection as presented in Chapter 6, without
specific shape detection. We compared the proposed system design with the work un-
dertaken in [60]. Many investigations on human detection and following have employed
stereo-camera systems and laser range finders. To track a walking person, Satake et al.
[117] [118] developed a template matching method, whereas Munoz-Salinas et al. [13]
used a single camera and combined color detection with position information. In this
chapter, we detected the human skeleton by a Kinect sensor. To ensure that the sys-
tem followed the intended target, we applied a virtual attractive force toward the human
target using the IR proximity sensor data. The effectiveness of the proposed method
was confirmed in laboratory and hallway experiments. The experimental system was
designed, and the proposed method proved effective and suitable for many applications
of the service mobile robot. However, this chapter ignored obstacle avoidance and ro-
bustness to occlusion.

7.2 Future Works

The designed service mobile robot was based on the potential field method and visual
servoing. The effectiveness of the proposed method was proven in several experimental
scenarios, including swarm robots and environments outside the laboratory testbed.

The system proved applicable to swarm robots, but the experiment was limited to one
leader and one follower robot. Therefore, the scenario investigated in Chapter 5 should
be extended such that the leader robot follows a human and the follower robot follows
the leader robot.

The robot performance was poorer in the hallway than in the laboratory, because the
Kinect sensor was sensitive to the uneven lighting in the hallway. In the laboratory,
the light was evenly distributed, so the performance remained strong. Therefore, this
system could be improved by applying position prediction control [58].



Appendix A

Parameter Design for the Reference
Controller

Referring to [116] the parameters for the reference controller were designed by adjusting
the size of the virtual external force applied to the robot, which was determined based
on the data from four IR proximity sensors installed on the robot. Figure A.1 shows the
sensor configuration in the parameter design.

Figure A.1: Sensor configuration for parameter design
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A.1 Acceleration Limitation

As a robot approaches an obstacle, its acceleration must be reduced to prevent sudden
motions in avoiding the obstacle. In obstacle avoidance control of a wheelchair, smooth
motion is required for the comfort of the user [116]. Acceleration limitation can be
achieved by adjusting I and M as follows:

I =

∣∣τu −Cϕ v
∣∣

ϕ̈max
(A.1)

M =
|Fu −Cvv|

v̇max
(A.2)

From the dynamics modeling equation for the reference controller (see Chapter 3), eq.
(3.9) can be rearranged as
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In the same manner, we have

ϕ̇d (∆t) = ϕ̇d (0)e−
Cv
M ∆t +

τu − τ1 − τ2

Cϕ

(
1− e

Cϕ
I ∆t
)

(A.4)

Therefore Fu and τu are given by

Fu =
Cv

(
vde−

Cv
M ∆t − vd (0)

)
(

e−
Cv
M ∆t −1

) (A.5)
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τu =
Cϕ

(
ϕ̇de−

Cv
M ∆t − ϕ̇d (0)

)
(

e−
Cv
M ∆t −1

) (A.6)

A.2 DeterminingCv and Cϕ

The virtual damping coefficients (Cv andCϕ ) in eq. (3.9) can be calculated as:

Cv = 2(C+KP)

Cϕ = 2L2 (C+KP)
(A.7)

where (C+KP) comes from eq. (3.26), C is the actual damping coefficient and KP is
the gain of the proportional controller.

A.3 Determining α1

The parameter α1 figure A.1 is determined from the IR proximity sensor data. When the
robot approaches an obstacle, IR proximity sensors 0 and 1 move closer to the obstacle
than sensors 2 and 3, and we set d0 = 0 and di = dmax, (i = 1,2,3). From the condition
of the shape function given in eq. (3.14), d0 < d̄ then s(0) = 1, and we have

τ1 = sgn(v)α1

τ2 = α2

(A.8)

If the initial condition is determined as ϕ̈ = ϕ̇ = 0, then eq. (3.9), for the calculation of
τu, can be written as

sgn(v)α1 +α2 =−τu (A.9)

By substituting eq. (A.6) into eq. (A.9), we have

sgn(v)α1 +α2 =
Cϕ

(
ϕ̇de−

Cv
M ∆t − ϕ̇d (0)

)
(

e−
Cv
M ∆t −1

) (A.10)
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Therefore, setting α2 = 0, we get

ᾱ1 =
Cϕ

(
ϕ̇de−

Cv
M ∆t − ϕ̇d (0)

)
(

e−
Cv
M ∆t −1

) (A.11)

A.4 Determining α2

From eq. (3.38) in the stability analysis, we have

sgn(v0)α1 {LpW −LpD}+α2 {LpW −LpD}> 0 (A.12)

α2 >−sgn(v0)α1 (LpW −LpD)

(LpW −LpD)−LpD
(A.13)

By substituting eq. (A.13) into eq. (3.44), we have

Cϕ

I
[sgn(v0)α1 {LpW −LpD}+α2 {LpW −LpD}]−α1 pW |v0|> 0 (A.14)

Therefore, in order to satisfy the stability condition, the choice for α2 is given by

α2 >

I
Cϕ

α1 |v0| pW −α1sgn(v0)(LpW −LpD)

LpW −LpD
(A.15)

A.5 Determining β1

The value of β1 is referring to the virtual force in eq. (3.9), responsible in acceleration
limitation. Based on sensor configuration in figure A.1. if d1 = d2 = 0, and d0 and d3

equal to dmax , then F1 = β1. Since the robot is considered stopped, the virtual force F2

is equal to zero.

Given that v̇d = vd = 0, from eq. (A.5) we have

β1 = Fu

β̄1 =
Cv

(
vre f e−

Cv
M ∆t
)

(
e−

Cv
M ∆t −1

) (A.16)
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A.6 Determining β2

The robot cannot detect distances beyond dmax, the furthest distance that can be mea-
sured by the IR-proximity sensors. Therefore, depending on the robot’s speed, the de-
celeration scheme might start dangerously close to the obstacle. If the deceleration al-
gorithm relies only on F1, the obstacle may not be avoided in time. Therefore, to ensure
sufficient deceleration time during obstacle approach, we add another virtual force, F2.
The reference value β2 is determined by adding the virtual sensor velocities obtained by
differentiating the sensor data from d1 and d2. If ḋ1 = ḋ2 = v, then ḋ0 = ḋ3 = 0.

As shown in figure A.1, when d1 and d2 approach an obstacle at constant speed (up to
vmax ) and d1 = d2 = d̄, β1 = 0 during the approach time. Therefore, the reference value
of β2 that will avoid collision with the obstacle is given by

F2 = β2v (A.17)

In the above, we note that if β1 = 0, then F1 = 0, and if vd = 0, we have

Fu =
Cv(

e−
Cv
M ∆t −1

)v (A.18)
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