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Abstract

In autonomous driving, how should we integrate perception and action components
properly? What do we need to process and fuse multi-modal data from various sen-
sors? In this study, we aim to answer these questions by conducting some experi-
ments on end-to-end autonomous driving to achieve excellent drivability in complex
environments under diverse conditions and scenarios.

End-to-end autonomous driving is a method that allows an autopilot model to
directly use raw sensor data as the inputs and outputs the low-level control such
as steering angle and throttle level. Since manual integration for joining perception
and action parts is no longer needed, this method has become a preferred approach
as the model can examine the necessity of information all by itself. Moreover, this
method can be combined with imitation learning or behavior cloning which can be
done easily with the supervised learning technique. By using the end-to-end behav-
ior cloning strategy, we can create a single deep learning model to mimic an expert
driver manipulation on vehicle control in handling complicated situations, which
can be simulated using a simulator or derived from publicly available datasets to
enrich the driving experiences. Although this method has plenty of benefits in per-
forming human-like autonomous driving, there are two fundamental issues that re-
main and need to be addressed carefully. First, since the model has multiple outputs
as it deals with perception and control tasks simultaneously at the same time, we
must ensure that the solution for each task can be learned at an equal pace. This
is necessary to prevent the model from tending to focus only on one specific task
during the training process. Second, we need to design a complex network archi-
tecture using the correct layers and tune some hyperparameters accordingly, so that
the model can handle multiple input data with different modalities. This challenge
arises as we must create a compact unified model to avoid the burden of linking
some independent task-specific modules, which may lead to information loss dur-
ing the process of forming a connected modular system.

To tackle those issues, we propose an end-to-end multi-task model that can ex-
tract meaningful information from a set of observations retrieved by vehicle sensors
and solve multiple tasks from the perception stage to the action stage in one forward
pass. We also propose an adaptive loss weighting algorithm to balance the learning
signal for each task equally. Then, we evaluate our proposed model by doing ab-
lation and comparative studies with other models for clearer performance justifica-
tion. The experimental results show that our model achieves superior performance
in many criteria and aspects of driving. To better clarify the findings, this study is
conducted gradually and step-by-step from the perception parts to the integration
of perception and action parts, from predicting some driving records to performing
automated driving, and from the utilization of simulation programs to real-world
implementation on a robotic vehicle. Furthermore, as part of this thesis and to sup-
port future studies, we share the codes and data used in our publications publicly at
https://github.com/oskarnatan. See the publication page for more details.

https://github.com/oskarnatan
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Chapter 1

Introduction

In recent years, autonomous driving technology has entered society advancing the
transportation system in many sectors. This technology aims to automate vehicle op-
erations to support human work, ranging from personal to corporation uses. Since
this technology has been applied in diverse areas, it is important to ensure its safety
by keeping up the drivability.

1.1 Research Background

Autonomous driving technology contains a lot of essential elements, either on the
hardware side or software side [1]. On the software side, specifically based on
the functional perspective, processing step, and information flow, a complete au-
tonomous driving system is composed of four main parts: perception, planning,
control, and system supervision [2]. The main objective of the perception part is
to perceive the surrounding area around the ego vehicle by processing given data
provided by various sensors that usually come with different modalities. Percep-
tion has always been a challenging task in developing the foundation of a complex
autonomous driving system. The system needs to fully understand what kinds of
objects are showing up on cameras and their relative distance from the ego vehi-
cle [3]. Once clear information is available, the system is ready to receive commands
like goals or missions for the planning part. Then, after the trajectory or navigation
path is generated, any instruction related to the actuator can be executed in the con-
troller part. Finally, the system supervision is responsible to monitor all aspects of
the vehicle and ensure that everything works as planned [4].

There are two main techniques to integrate all of those parts into a unified sys-
tem or model. The first technique works by joining each part where the outputs of
a certain module are connected to another module for further information process-
ing. This technique is often called classical autonomous driving where everything is
integrated manually using a combination of hand-crafted methods that also incor-
porates the use of machine learning and rule-based algorithms [5]. Meanwhile, the
other technique is referred to as end-to-end autonomous driving. True to its name,
this technique allows a model to directly process multi-modal raw sensor data and
output navigational controls to drive a vehicle [6]. In end-to-end autonomous driv-
ing, the model can almost be made entirely with deep multi-task learning that is
capable of examining the necessity of information all by itself. Therefore, such a
manual integration is not necessary. Both techniques still have limitations in many
aspects such as handling unexpected situations, reliance on very accurate high-cost
sensors, difficulty in inclement weather or low visibility, etc. However, researchers
and engineers are actively working to address these challenges and improve the
safety and reliability of autonomous driving technology.
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1.1.1 Classical Autonomous Driving

Classical autonomous driving is a technique to make a complete driving system by
integrating some independent or task-specific modules. It relies on a combination of
sensors to gather information about the surroundings [7]. This information is then
processed by a set of algorithms to make decisions about how the vehicle should
navigate in the environment. In classical autonomous driving, these algorithms are
typically designed to handle specific tasks, such as lane-keeping, path planning, and
decision-making. Then, this method works by manually connecting the outputs of
a specific module to another module for further processing [8]. In this section, we
list some notable works in the field of classical autonomous driving where some of
which are currently deployed on the street, ranging from lab projects to the products
developed by many automobile companies in a chronological order as follows.

• Carnegie Mellon University’s NavLab [9] [10] [11]: Initiated in 1984, this project
was among the earliest efforts to develop autonomous driving technology that
enabled vehicles to drive on public roads. This project laid the foundation for
many subsequent projects and initiatives in this field.

• An Autonomous Land Vehicle in a Neural Network (ALVINN) [12]: Published
in 1988, this project developed a neural network-based algorithm that could
recognize road features, such as lane markings and road signs, and steer a
vehicle along a predetermined path.

• DARPA Grand Challenge [13]: Held since 2004, this competition spurred sig-
nificant advances in the field of autonomous driving as teams worked to de-
velop vehicles capable of navigating difficult terrain and completing complex
tasks without human intervention.

• Google’s self-driving car: In 2009, Google began developing its self-driving
car technology, which was based on a combination of sensors, cameras, and
software algorithms, and was designed to enable fully autonomous driving.
In late 2016, Waymo, which is the successor of Google’s self-driving car tech-
nology, began testing fully self-driving cars on public roads without a human
safety driver.

• Tesla’s Autopilot: Initially introduced in 2014, Tesla’s Autopilot system offered
driver assistance features, such as lane keeping and adaptive cruise control,
but required drivers to remain attentive and ready to take control of the vehicle
at any time. This system will be replaced by Tesla’s Full Self-Driving (FSD)
Beta that is currently under testing.

• Toyota’s Guardian and Chauffeur systems: In 2018, Toyota announced the
development of two autonomous driving systems: Guardian and Chauffeur.
The Guardian system assists human drivers with advanced driver assistance
features, while the Chauffeur system is designed to enable fully autonomous
driving.

• Mobileye’s EyeQ Ultra: Introduced in 2022, this fifth-generation system-on-a-
chip is designed to power advanced driver assistance systems and autonomous
driving. It includes a range of sensors and software algorithms and is capable
of processing massive amounts of data in real time to enable highly accurate
and reliable autonomous driving.
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FIGURE 1.1: The difference between classical and end-to-end driving
systems.

In classical autonomous driving, the system is composed of several task-specific modules
that are integrated manually to perform automated driving. Meanwhile, in end-to-end au-
tonomous driving, the system is represented with only one single model that can do equal
jobs as the task-specific modules combined together. Usually, both systems are still covered
with a kind of safety system that allows a driver or passengers to intervene for preventing
any accidents.

1.1.2 End-to-end Autonomous Driving

End-to-end autonomous driving is a technique that allows a compact unified model
to perceive the environment and drive a vehicle simultaneously at the same time.
Unlike the classical autonomous driving system, an end-to-end autonomous driving
model can use raw sensor data as its inputs and outputs the navigational controls
directly in one forward pass [14]. Be noted that both systems still have to be cov-
ered with a kind of emergency or safety system that allows a driver or passenger to
take over the vehicle actuators for safety reasons such as preventing any accidents
due to system malfunction. The basic analogical difference between classical and
end-to-end autonomous driving can be seen in Fig. 1.1. Compared to the classical
approach, the end-to-end approach is way more sophisticated as a tedious manual
integration is no longer needed. Moreover, we do not have to worry about informa-
tion loss as the model can examine the necessity of data and extracted information
all by itself [15]. Although end-to-end autonomous driving is not reliable enough
to be deployed at this moment, this technique is said to be promising for future
autonomous driving compared to existing classical systems.

In this section, we first explain perception as the core of reasoning in autonomous
driving. Environmental perception and scene understanding can be said as funda-
mental keys in end-to-end autonomous driving as they play an important role that
affects everything in the next stages. Then, we describe how perception and con-
troller parts can be integrated or connected in an end-to-end manner in a single
deep multi-task learning model.
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Driving Perception

As the first stage in an autonomous driving system, perception holds an important
role in scene understanding, which is the foundation before making any further de-
cisions [16] [17]. To better understand the surrounding areas, a model may perceive
the environment by performing many kinds of vision tasks such as object detec-
tion [18], semantic segmentation [19], and depth estimation [20]. When it comes to
computer vision problems, deep learning algorithm, especially convolutional neural
network (CNN) has been proven as state-of-the-art by plenty of research [21] [22].
However, employing a single-task deep learning model to handle each vision task
can be costly and inefficient. Thus, a multi-task learning (MTL) model with a task-
balancing algorithm that can handle multiple perception tasks simultaneously is
preferable [23] [24]. Furthermore, perception with different perspectives of views
is also important to improve scene understanding. This can be solved by mounting
some sensors at several positions on the ego vehicle or projecting data into differ-
ent perspectives of views [25]. Besides that, there are plenty of other challenges
that must be tackled to achieve an excellent scene understanding [26]. For instance,
the environmental condition can be varied such as the weather can be sunny, cloudy,
foggy, or rainy. The situation on the road is also unpredictable as there are numerous
vehicles and pedestrians along with their uncertain behavior. Therefore, the system
must be supported with multiple kinds of sensors to provide various data and cover
each other’s weaknesses [27]. For example, a system cannot rely only on the RGB
camera as it may fail in poor illumination conditions. To overcome this problem,
another sensor such as dynamic vision sensor (DVS), radar, and LiDAR can serve
as alternatives [28] [29] [30]. This leads to another issue on how to process multiple
data with different modalities. To answer this issue, a sensor fusion technique that
fuses different data such as combining RGB images with DVS images [31] [32] or
with depth (RGBD) images [33] can be utilized to provide meaningful information
in representing the environmental condition [34] [35]. With various data modalities
taken as inputs, the model is expected to perform better in a dynamically changing
environment.

Joined Perception and Control

Not only handling the vision-related tasks in the perception stage, but an autonomous
driving system also deals with other tasks in the control stage [36] [37]. As a complex
intelligent system, an autonomous driving system consists of several subsystems
that handle multiple subtasks. The solution for each task can be done by simply
employing a specific module [38]. However, this approach is costly and inefficient
as a further configuration is needed to form an integrated modular system [39]. For
example, we must assign the information provided by perception modules (e.g., se-
mantic segmentation, object detection) as the input for the controller module. This
integration process can be very tedious and may lead to information loss as a lot of
parameters adjustment is done manually. With rapid deep learning research, plenty
of works have been conducted to address this issue by training a single model in
end-to-end manners [40] [41] [42]. The model can be trained to provide the final ac-
tion solely based on the observation data captured with a set of sensors. As there is
no manual tuning, the model leverages the extracted features all by itself [43]. End-
to-end learning has become a preferable approach in autonomous driving as manual
configuration to integrate task-specific modules is no longer needed. This technique
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allows the model to share useful features directly from perception modules to con-
troller modules. Moreover, the model can learn and receive extra supervision from
a multi-task loss function that considers several performance criteria. All these ben-
efits result in a better model performance even with a smaller model size due to its
compactness [44]. To date, there have been a lot of works in the field of end-to-end
autonomous driving, whether it is based on simulation [45], or offline real-world
where the model predicts a set of driving records [46], or online real-world where
the model is deployed for automated driving [47]. Besides dealing with diverse con-
ditions, another challenge that remains in online real-world autonomous driving is
that the model must deal with noise and inaccuracy of sensor measurement. This
issue needs to be addressed as it affects model performance [48]. To address this is-
sue, some works have been conducted with a focus on simulation-to-real adaptation.
Although the models still suffer from performance losses due to sensor inaccuracies
and diverse conditions, these approaches are said to be promising for future au-
tonomous driving [49] [50]. Different approaches have been proposed with a focus
on end-to-end imitation learning where the model is trained to mimic an expert in
dealing with the issues [51] [52]. These approaches are preferable as they are eas-
ier and can be done with simple supervised learning. Moreover, plenty of publicly
available datasets along with self-made datasets can be used for training the model
to enrich its driving experiences.

1.2 Goal and Contribution

The goal of this study is to develop an end-to-end autonomous driving model that
can handle both perception and control tasks simultaneously in one forward pass.
The model acts as an autopilot agent that drives a robotic vehicle safely in diverse
environments with various conditions. The model must have excellent drivabil-
ity in the point-to-point navigation task determined by the capability of driving in
the traversable area and following a set of route points in GNSS coordinates while
avoiding any obstacles to prevent collisions as illustrated in Fig. 1.2. In order to
accomplish this goal, we develop some essential components, which are also the
contribution of this study as follows.

• A task-balancing algorithm called Modified Gradient Normalization (MGN)
for ensuring a multi-task model can learn how to solve many tasks at an equal
pace. We implement the algorithm to train some models that process multiple
data modalities and perform multiple vision tasks simultaneously. Using the
multi-task model, we also study how sensor fusion and different data repre-
sentations can improve the overall performance [53] [54].

• An end-to-end autonomous driving model that takes multi-modal inputs pro-
vided by several sensors to perform both perception and control tasks in one
forward pass. Evaluated in a simulated environment, the model achieves ex-
cellent drivability under different conditions and scenarios [55].

• A real-world autonomous driving demonstration by deploying the model to
drive a robotic vehicle in real environments. This shows how a proof-of-concept
study can be realized by addressing some implementation issues. Moreover,
this also exhibits the usefulness of end-to-end imitation learning for multi-
input multi-output models [56] [57].
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FIGURE 1.2: Point-to-point navigation task.

The model drives a vehicle safely following a set of route points in the form of GNSS coor-
dinates. The model must obey traffic rules and avoid any obstacles to prevent collisions.

1.3 Thesis Structure

Following Chapter 1, which describes the background and purpose of this study, we
provide some literature reviews in Chapter 2 that examine two critical components:
perception-action coupling and sensor fusion in autonomous driving. Then, the rest
of this thesis is arranged based on our publications that are organized as follows.

• Chapter 3: We propose an adaptive loss weighting algorithm to balance the
learning signal of a compact model that solves multiple vision tasks simul-
taneously [53] [54]. This is important as we need to achieve excellent driving
perception, which is the fundamental stage in autonomous driving technology.

• Chapter 4: We develop an end-to-end model that unifies the perception and
control parts in its architecture to perform autonomous driving in one forward
pass [55]. The model is evaluated in a CARLA-simulated environment to jus-
tify its drivability and clarify some other aspects of driving performance.

• Chapter 5: We conduct real-world experiments by deploying the model to
drive a robotic vehicle in real environments [56]. This exhibits the usefulness
of imitation learning for a complex model in the real world.

• Chapter 6: We improve the model architecture so that it can deal with more
challenging conditions [57]. The model is employed to drive the robotic vehicle
at night when the illumination is poor and everything is not clearly visible.

Based on the experimental results in each chapter, we provide analysis and dis-
cussion to disclose several findings. Finally, we summarize the conclusion and list
some future research directions based on those findings in Chapter 7.
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Chapter 2

Literature Review

In this Chapter, we provide some literature reviews of two critical components in
our study, which are perception-action coupling and sensor fusion for end-to-end
autonomous driving. Then, more detailed reviews explaining related works are also
provided in the next chapters.

2.1 Perception-Action Coupling with Deep Learning

Perception is a crucial component of autonomous driving technology, and ongoing
advancements in this field are critical for making self-driving cars safe and reliable
for everyday use. Among various approaches to autonomous driving, perception
has always been the first stage as it is important to understand the surrounding area
before planning and action. Perception refers to the ability of the system to inter-
pret data from various sensors, such as cameras and lidar, in order to understand
the surrounding area and identify different objects such as pedestrians and other
vehicles on the road. As a core of reasoning in autonomous driving, environmen-
tal perception can be achieved by performing various vision tasks such as semantic
segmentation, depth estimation, and object detection [58] [59] [60]. In the field of
autonomous driving research, Hahner et al. proposed a segmentation model that
is made specifically to deal with foggy conditions [61]. Then, different work is pro-
posed by Rajaram et al. [62] where a model called RefineNet is used to perform
object detection. Besides completing a single vision task, the model can be pushed
further to perform multiple vision tasks simultaneously to achieve a better scene un-
derstanding [63]. In deep learning, the process of learning to perform several tasks
simultaneously is called multi-task learning (MTL). MTL aims to leverage shared
feature maps during the training process to boost the performance of each task [64].
There are plenty of studies in the MTL area that are applied to autonomous driv-
ing vehicle problems. For instance, Teichmann et al. [65] proposed an MTL model
called MultiNet that is used to perform several perception tasks such as road seg-
mentation, vehicle detection, and street classification simultaneously. The model
works well, however, it needs improvement in recognizing more crucial and var-
ious objects on the road. Kocic et al. [66] presented a network architecture called
J-Net that processes RGB images to perform various control tasks such as control-
ling the steering wheel, speed, brake, etc. However, the simulation condition still
needs to be improved to test the model generalization. These issues are solved by
Cipolla et al. [67] where they develop a semantic segmentation model to recognize
more various kinds of objects in the Cityscapes dataset [68]. It also performs instance
segmentation and depth estimation by creating a branch of task-specific decoder for
each task. However, it would be better if the model can take multiple inputs with
multiple data modalities so that it can be applied to multi-view systems for a better
scene understanding.
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A model also needs to use the information from the perception parts to support
the controller parts. In the field of end-to-end autonomous driving where perception
and control are coupled together, better visual perception means better drivability as
the controller gets better features directly from the perception module [69]. With the
rapid deep learning research, perception and control parts can be coupled together
in an end-to-end manner to avoid manual integration that prone to information loss.
An end-to-end model is proven to have a better generalization as it can leverage the
feature-sharing mechanism within its layers. Moreover, each neuron can receive ex-
tra supervision from a multi-task loss formula that considers multiple performance
criteria. This results in a compact model that is relatively small but has a great per-
formance which is preferable for real deployment [70]. Recent progress is made by
Ishihara et al. [71] where an end-to-end model is deployed to perform multiple vi-
sion tasks and predict navigational controls. It is disclosed that performing vision
tasks can improve drivability as the controller receives better perception features.
Similar work is also proposed by Chitta et al. [72] where a camera-powered model
called AIM-MT (auto-regressive image-based model with multi-task supervision) is
deployed to perform automated driving in a simulated environment. This model
completes perception and control tasks simultaneously to drive a vehicle. The RGB
encoder of this model is guided by bird’s eye-view (BEV) semantic prediction to pro-
vide better features to the controller decoder. Although it has a promising perfor-
mance in poor illumination conditions, this model is practically hard to implement
as it is difficult to provide the BEV semantic ground truth for the training process.

2.2 Leveraging Sensor Fusion Technique

Sensor fusion is a technique that leverages rich information provided by various
sensors. Since each sensor comes with different data modalities, this technique must
have the ability to handle all information as its input. In the field of autonomous
driving, a model that is capable of processing multiple different inputs has been
proposed by Hane et al. [73] where several cameras are placed in several different
positions on the ego vehicle. Thus, the model will have a better capability in under-
standing the environmental condition. Although it has more views of RGB images,
the model may still fail during nighttime or heavy rain due to poor illumination
conditions. Processing one kind of data modality is not reliable for autonomous
driving as it can be failed under certain conditions. Therefore, more heterogeneous
data is needed to cover each other’s weaknesses and produce more meaningful in-
formation through sensor fusion techniques [74]. A dynamic vision sensor (DVS)
camera can be used as an alternative for providing information, especially in per-
forming an active perception [75]. Hence, the idea of using the DVS camera can also
be adopted in solving driving perception problems. To handle various data modal-
ities, Nobis et al. [76] have demonstrated that a deep learning model can be used
to process multiple sensor data by fusing extracted feature maps from each input
modality. Nobis et al. proposed an object detection model called CameraRadarFu-
sionNet (CRF-Net) that processes camera and radar data to get a better performance
on a challenging autonomous driving dataset namely nuScene dataset [77]. CRF-Net
provides a specific encoder for each input data and fuses extracted feature maps into
the Feature Pyramid Network [78] to perform bounding boxes regression and classi-
fication in one forward pass. Then, another similar work is proposed by Niesen and
Unnikrishnan [79] where camera and radar are fused to achieve accurate 3D depth
reconstruction on the highway.



2.2. Leveraging Sensor Fusion Technique 9

With using complex deep learning architectures, sensor fusion techniques can
also be applied to end-to-end autonomous driving. Recent work is proposed by
Prakash et al. [80] where a model that is supported with a camera, LiDAR, GPS re-
ceiver, and speedometer is used to perceive the environment and drive a vehicle at
the same time. Inside its architecture, the model has two main modules, which are
the perception module and the controller module. In the perception module, the
camera is used to capture an RGB image in front of the vehicle, while LiDAR is used
to capture point clouds around the vehicle. Then, the point clouds are projected
into a 2-bin histogram over a 2D BEV grid with a fixed resolution [81]. Further-
more, a certain transformer-based module called TransFuser [82] is used to learn
the relation between the RGB image and the projected point clouds to achieve a
better perception. With this configuration, the model can perceive from the front
and BEV perspectives. Meanwhile, in the controller module, a gated recurrent unit
layer [83] is used to bias the extracted perception features with GPS coordinates and
speed information. Then, the biased features are decoded into several waypoints
that are translated into throttle and steering levels by a certain controller. Later sim-
ilar work is proposed by Shao et al. [84] where a set of transformers is used to learn
the contextual relationship between four RGB images (front, left, right, focus) and
BEV-projected LiDAR point clouds. The model named InterFuser interprets its scene
understanding and reasoning in the form of an object density map that shows the
existence of any objects near the ego vehicle. Then, this map is used to constrain
the final control action and maintain a safe distance from any objects. Both Trans-
Fuser and InterFuser show promising performance by combining multi-modal data
to perceive the environment, however, other issues come as mounting two or more
different sensors can cost more space, equipment, and extra budget. Therefore, using
an equivalent sensor that is cheaper and can do a similar function may be preferable
to tackle this problem. For example, a LiDAR can be replaced with a depth camera
(merged with an RGB camera) to perceive the depth [85]. In the use of RGBD image
for autonomous driving, Huang et al. [86] demonstrated how RGB image and depth
map can be fused and extracted from the early perception stage to provide better
features for the controller. Furthermore, the depth map can be also projected so that
the model can perceive from a different perspective for a better perception.
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Chapter 3

Multi-sensor Driving Perception
with Balanced Learning

Our study begins with the experiment on driving perception which is the first stage
of the autonomous driving system. In this Chapter, we present a novel compact deep
multi-task learning model to handle various autonomous driving perception tasks
in one forward pass. The model performs various computer vision tasks such as
semantic segmentation, depth estimation, point cloud segmentation, and bird’s eye
view projection simultaneously in multiple views without being supported by other
models. We also provide an adaptive loss weighting algorithm to tackle the imbal-
anced learning issue due to plenty of given tasks. Through data pre-processing and
intermediate sensor fusion techniques, the model can process and combine multiple
input modalities retrieved from RGB cameras, dynamic vision sensors (DVS), and
a light detection and ranging (LiDAR) sensor placed at several positions on the ego
vehicle. Therefore, a better understanding of a dynamically changing environment
can be achieved. Based on the ablation study, the model variant trained with our
proposed method achieves a better performance. Furthermore, a comparative study
is also conducted to clarify its performance and effectiveness against the combina-
tion of some recent models. As a result, our model maintains better performance
even with much fewer parameters. Hence, the model can infer faster with less GPU
memory utilization. Moreover, the result tends to be consistent in three different
CARLA simulation datasets and one real-world dataset namely nuScenes-lidarseg.

3.1 Motivation

To achieve a compact scene understanding and fulfill the needs in the perception
stage, we conduct some experiments that focus on driving perception as shown
in Fig. 3.1. Given a set of input data, we propose a model that performs various
perception tasks with multiple perspectives of views: front (F), left (L), right (Ri),
rear (R), and top (T). To be more specific, our model performs semantic segmen-
tation (SS), depth estimation (DE), LiDAR segmentation (LS), and bird’s eye view
projection (BEVP) simultaneously. We use 4 RGB cameras, 4 DVS, and 1 LiDAR to
provide rich information on a dynamically changing environment. Then, data pre-
processing and sensor fusion techniques are used to handle multiple kinds of data
modalities [87] [88]. Thus, a compact scene understanding, especially in the sur-
rounding area of the ego vehicle can be achieved. We consider using the multi-task
learning (MTL) approach since handling each task with a single-task model can be
very costly and inefficient [89] [90]. However, for an MTL model, learning by com-
bining several tasks is not always consistently better than in single-task learning.
Different combined tasks may be conflicting with the gradient signals during the
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FIGURE 3.1: The inputs and outputs of the proposed model.

Given four views (L-F-Ri-R) of RGB and DVS images, and a top-view of pre-processed Li-
DAR point clouds as inputs (blue), the model performs four views of semantic segmentation
and depth estimation along with a top-view of LiDAR segmentation and bird’s eye view
projection as outputs (red) simultaneously in one forward pass.

training process. If this issue is ignored, the outcome of the MTL approach cannot
be optimal and cause performance degradation, or the training process may focus
on one specific task only [91]. Hence, a proper strategy to balance the gradient and
prevent imbalanced learning is a must. One of the possible answers is to give a set
of loss weights to compensate for the imbalance. However, tuning a combination of
loss weights can be tedious and computationally expensive. Therefore, rather than
giving a fixed set of values [92], loss weights need to be tuned automatically [93] [94].

3.2 Related Work

In this section, we review several related works in the field of autonomous driving
perception. We consider adopting and modifying some approaches to address chal-
lenges and issues in developing our model. In each subsection, we also summarize
how these works are contributing to our study.

3.2.1 Handling Different Data Modalities

The idea of learning multiple tasks simultaneously is to leverage shared features
during the training process. In the area of multi-task learning (MTL) for autonomous
driving perception, Lv et al. [95] develop a model that takes a single RGB image to
predict lane area and lane marking simultaneously. With a simple encoder-decoder
style, the model is made with one RGB encoder and then branched into two task-
specified decoders. A similar approach has been done by Chen et al. [96] where
an MTL model called driving scene perception network is used to perform real-
time joint detection, depth estimation, and semantic segmentation simultaneously.
Moreover, Nakamura et al. [97] also conduct similar research to develop an MTL
model that performs instance segmentation and depth estimation in one forward
pass. Meanwhile, a different approach is presented by Yan et al. [98] where the
model takes LiDAR point clouds to perform real-time occlusion-free road segmen-
tation, dense road height estimation, and road topology recognition simultaneously.
However, all of these approaches rely on one kind of input modality only which may
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fail in unexpected environmental conditions. Due to the diversity of environmental
conditions, an autonomous driving agent cannot rely on one kind of sensor only.
For example, an RGB camera will be failed to capture the surrounding information
during poor illumination conditions. To address this issue, another kind of sensor
can be used as an alternative to retrieve the information. Therefore, a sensor fusion
strategy may be needed to combine various data representations.

In the field of sensor fusion, Muresan and Nedevschi [99] combine LiDAR and
RGB cameras to create affinity measurement and positional descriptor functions for
an autonomous driving agent to perform multi-object tracking. Pre-trained mod-
els are used to process LiDAR point clouds and RGB images separately to obtain
both LS and SS images. Then, a hand-crafted feature extractor and aggregator are
used to perform the final calculation of object tracking. Another application of sen-
sor fusion is presented by Dawar and Kehtarnavaz [100] where a depth camera and
an inertial sensor are used for action detection and recognition in a continuous ac-
tion stream. To extract depth images and inertial signal features, two separate deep
learning-based encoders are used to process each input. A convolutional neural net-
work (CNN) is used to handle the depth image, while a combination of CNN and
a long short-term memory (LSTM) network is used to process inertial signals. Each
encoder is performing detection and recognition, then a separate decision fusion
model is used to make the final decision by leveraging extracted features from each
encoder. However, this kind of late fusion strategy can lose potentially useful infor-
mation as the extracted features are not shared among the encoders. To address this
issue, Nie et al. [101] develop a multi-modality fusion framework called Integrated
Multimodality Fusion Deep Neural Network (IMF-DNN) based on the intermediate
fusion strategy where the extracted features are fused at some points in the network
architecture. Their model takes multiple input modalities composed of LiDAR point
clouds and RGB images, then fuses the extracted features several times. As a result,
the IMF-DNN achieves higher performance in performing object detection and end-
to-end driving policy in a diverse environment.

For our works, we imitate the architecture style presented by Lv et al. [95] that
simply branches the decoder for each task. Hence, we have a task-specific decoder
for each task on each view. Then, we adopt the intermediate fusion strategy pro-
posed by Nie et al. [101] to combine multi-modal inputs retrieved from RGB cam-
eras, DVS, and LiDAR by creating some fusion layers in the network architecture.

3.2.2 Bird’s Eye View and LiDAR Representation

By having a bird’s eye view projection (BEVP), an autonomous driving agent will
have a better scene understanding whether in the form of a point-dot LS image or
fully reconstructed BEVP image representations. In the field of BEVP, Reiher et al.
[102] use four semantic segmentation images to construct BEVP. However, the model
relies on other semantic segmentation models to provide four SS images. Thus, the
entire process is not completed in one forward pass. With a similar concept, Palazzi
et al. [103] develop a model that takes the front view RGB image along with its pre-
predicted bounding boxes coordinate to estimate the bounding boxes on top-view
perspective. Both approaches may fail due to poor illumination problems (night
and heavy rain) since they only use a monocular camera to provide the information.
Another similar approach is conducted by Mani et al. [104] where a single model is
used to estimate BEVP without any help from other models. However, the model
cannot estimate another view since it takes the front RGB image as the only input.



14 Chapter 3. Multi-sensor Driving Perception with Balanced Learning

Besides using multiple RGB cameras, a 360o LiDAR sensor can be used to collect
point clouds that contain meaningful information about the surroundings. More-
over, LiDAR is more robust as it is not affected by light illumination conditions.
Currently, there have been plenty of studies that conduct research on processing
LiDAR point clouds to fit the input of a deep learning model. Point cloud-based
models [105] [106] are known as the pioneers in taking the LiDAR point clouds di-
rectly, learning the feature, and predicting the label for each point. This mechanism
is quite simple but the model tends to fail in capturing the local structure of an ob-
ject. Then, in view-based models [107] [108], LiDAR point clouds are projected into
several 2D frames with multiple perspectives of views, then a simple convolution
layer is used to process each frame. However, the number of possibilities of views
can be large and lead to an expensive computational cost. Thus, an effective way to
pre-process LiDAR point clouds is needed to reduce the computational load while
preserving useful information for the learning process.

In the BEVP task, any unnecessary projections can be eliminated since the sur-
rounding objects are projected into the top-view perspective. Imad et al. [109] project
raw LiDAR point clouds into a top-view RGB image that has three channels so that a
transfer learning method from various pre-trained models can be applied to perform
the BEVP task. Although the heatmap coloring technique is used to differentiate the
data, a lot of information can be lost due to the limited scale. Then, an improved
pre-processing approach is presented by Yang et al. [110] where LiDAR point clouds
are stored in a 3D tensor with the height information of the point cloud kept as the
third dimension like channels in an RGB image. Thus, a simple 2D convolution with
a larger number of filters can be applied to process each channel. This data repre-
sentation strategy is adopted by Zhang et al. to solve the LS task using the proposed
model called PolarNet [111]. Finally, Chen et al. [112] develop a model that takes a
top-view LS image to solve the BEVP task.

For our works, we also utilize all front, left, right, and rear images to support
both LS and BEVP tasks as demonstrated by Reiher et al. [102]. Meanwhile, in pre-
processing LiDAR point clouds, we combine two different techniques presented by
Imad et al. [109] and Yang et al. [110]. Therefore, we will have a 3D tensor that
stores all point clouds into two forms of representations that contain more useful
information for the learning process.

3.2.3 Balancing Multiple Vision Tasks

A proper loss weighting strategy plays an important role in the training process of
an MTL model, especially in tackling the imbalanced learning issue due to heteroge-
neous tasks with various loss functions. Cipolla et al. [67] conduct research in multi-
loss weighting on an MTL model that performs scene understandings such as se-
mantic segmentation, instance segmentation, and depth regression simultaneously.
By conducting MTL experiments, they show that homoscedastic task uncertainty is
an effective way to perform loss weighting on several tasks. Meanwhile, a different
approach is presented by Chen et al. [113] where a loss weighting algorithm called
Gradient Normalization (GradNorm) is proposed to control the training dynamics
by manipulating the gradient during the training process. By adjusting the gradient
signal, the learning conflict from different tasks can be minimized.

For our works, we adopt GradNorm [113] to deal with the imbalanced learning
problem caused by plenty of tasks with different characteristics. We also do some
modifications to the algorithm to meet our model needs.
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FIGURE 3.2: The architecture of the proposed model 1.

Blue and green boxes represent the inputs and feature maps for each view. Dark blue and
dark green boxes are the concatenation across all views, while the dark red box is the con-
catenation of all feature maps. Then, grey and yellow boxes represent feature maps and
outputs for each view of depth estimation (DE) and semantic segmentation (SS). 5 boxes in
the center are considered as the bottlenecks where a dropout layer (purple) is applied for
each. Dark grey and dark yellow boxes are the specific bottlenecks for each task. Solid lines
represent the convolution block, while dashed lines represent the skip connection and con-
catenation (orange boxes). Each dashed line connects the feature map on the encoders with
its symmetric feature map on the decoders. Denoted with numbered small blue squares
and green circles, both encoders are used to support both tasks decoders. Finally, red lines
represent the final pointwise convolution followed by an activation function.

3.3 Methodology

In this section, we explain the details of our proposed methods which are inspired by
some related works reviewed in Section 3.2. First, we describe the model architecture
and the proper loss and metric formulation. Then, we explain how we develop the
adaptive loss weighting algorithm to tackle the imbalanced learning issue.

3.3.1 Proposed Model 1

To understand the contribution of the sensor fusion technique, we propose a model
that takes RGB images and DVS images to perform semantic segmentation (SS) and
depth estimation (DE) in multiple views. The visualization of the model architec-
ture can be seen in Fig. 3.2. The model follows the encoder-decoder style [114]
with additional skip connections inspired by U-Net paper [115]. Each feature map
in both RGB and DVS encoders is connected to its symmetric feature maps in both
DE and SS encoders. With this configuration, each encoder can act as a support for
one other. For example, when the illumination is very poor and RGB cameras are
failed to capture enough information about the surroundings, the network can learn
how to leverage extracted information mainly from the DVS encoder. On the other
hand, when the car is not moving (e.g. at the crossroads) and there is not enough
information as the brightness change is very rare, the network can learn how to rely



16 Chapter 3. Multi-sensor Driving Perception with Balanced Learning

more on the RGB encoder. In this architecture, each convolutional block on the en-
coder and decoder has 2× ((3× 3) convolutional layer + batch normalization [116]
+ ReLU activation [117]). Meanwhile, each convolutional block on the bottlenecks
has 3 times more of them to extract more information from all views concatenation.
Then, they are followed by (2× 2) max-pooling on the encoder side and (2× 2) bi-
linear upsampling on the decoder side. To deal with the overfitting issue, several
dropout layers with p = 0.5 are placed on the bottleneck [118]. Finally, a pointwise
(1× 1) convolutional layer is used to reduce the channel number of feature maps to
match the ground truth size. Then, it is followed by a sigmoid activation for SS and
a ReLU activation [117] for DE.

In order to discover the advantage of sensor fusion on an MTL model, we per-
form an ablation study as follows. First, we remove the DVS input block (blue boxes)
so that the model only processes RGB images to perform semantic segmentation and
depth estimation. We refer to this model as A0 where only RGB images are fed into
the network. Then, on the second model named A1, DVS inputs are added so that
the model processes four pairs of RGB and DVS images. Feature maps from DVS
encoders are concatenated to the semantic segmentation and depth estimation de-
coders as well as feature maps from RGB encoders. Furthermore, we also conduct a
comparative study with another model to understand the usefulness of the feature-
sharing mechanism in multi-task learning (MTL).

3.3.2 Proposed Model 2

Following the first model described in Subsection 3.3.1, we propose another model to
study the contribution of adaptive loss weighting algorithm for a multi-input multi-
output model. As shown in Fig. 3.3, we use a common encoder-decoder style with
a specific encoder and decoder for each input and output as demonstrated by Lv et
al. [95]. Then, we add several skip connections to connect the feature maps on the
encoder side with their symmetric feature maps on the decoder side inspired by the
famous U-Net architecture [115]. This mechanism aims to enhance the model per-
formance by leveraging combined feature maps on the bottleneck with the specif-
ically extracted features from each decoder. Each RGB encoder is connected and
concatenated to each semantic segmentation (SS) decoder that has the same view
and spatial dimension. Rich color, shape, and much more extra information con-
tained in the RGB image can be helpful for segmentation problems. Meanwhile, the
DVS input is specifically used to support the depth estimation (DE) task by connect-
ing and concatenating each pair of symmetric encoder-decoders in a similar way to
the RGB-SS pair. DVS image can be helpful for estimation problems, especially dur-
ing poor illumination conditions since it contains contrast information even if there
is only a small brightness change. Then, we connect the encoder of pre-processed
LiDAR point clouds to the LiDAR segmentation (LS) decoder in line with the LS
encoder to the bird’s eye view projection (BEVP) decoder as they have the same top
perspective of view. Similar to Chen et al. [112], our model performs BEVP by lever-
aging LS image. However, instead of taking the LS image directly as its input, we
feed the model with the raw LiDAR point clouds that have been pre-processed to
perform LS, then utilize the LS output to perform the BEVP task. Thus, there is no
need to use another model to specifically support the LS task first. Our model also
leverages 4 views of SS images as inspired by Reiher et al. [102] along with 4 views
of DE images to support the LS encoder in performing BEVP. Finally, by following
the intermediate fusion technique presented by Nie et al. [101], we create two bot-
tlenecks in the form of convolution blocks to fuse and process multiple extracted
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FIGURE 3.3: The architecture of the proposed model 2.

To be noted, each view (Front, Left, Right, and Rear) on RGB, DVS, SS, and DE have its own
encoder, while LiDAR and LS only have one encoder as there is only one view (Top). The
text written inside each box is the tensor size in C× S2, where C is the number of channels
and S2 is the spatial dimension (height × width). For the LiDAR encoder, the network can
take 1 or 15 layers of pre-processed LiDAR point clouds (see Subsection 3.4.3).

feature maps from various input encoders. The 1st bottleneck is used to store the ex-
tracted latent space from three inputs (RGB, DVS, and LiDAR) and used to perform
SS, DE, and LS tasks. Meanwhile, the 2nd bottleneck is used to store the extracted
information from those tasks and perform BEVP as the final task. Hence, a compact
architecture that performs multiple tasks in one forward pass can be obtained.

The detailed explanation of the network architecture shown in Fig. 3.3 is as fol-
lows. Each red line represents the skip connection that connects each pair of sym-
metric encoder-decoders followed by a concatenation process. The dark green line
represents a common convolution block that consists of 2× (3× 3 convolution layer
+ batch normalization [116] + ReLU activation [117]) and is followed by a 2 × 2
max-pooling layer for encoder path or 2× 2 bilinear upsampling for decoder path.
On the encoder path, the spatial dimension of the tensor is reduced by half while
the number of feature maps in the channel axis is doubled each time it passes the
convolution block. Meanwhile, on the decoder path, the spatial dimension is dou-
bled while the number of feature maps is reduced by half gradually. Finally, the blue
line represents a point-wise 1× 1 convolution layer that reduces the channel so that
the number of output elements will match the number of channels of the ground
truth. Then, a sigmoid layer is used to perform point-wise classification for SS, LS,
and BEVP tasks and a ReLU layer for point-wise regression in a positive normalized
range of 0 to 1 for the DE task. To prevent overfitting, we add a dropout layer [118]
with a drop rate of p = 0.5 on each convolution block in the bottlenecks.
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3.3.3 Loss and Metric Formulation

To train the model and monitor its performance, loss and metric functions are needed
to be formulated carefully. Loss functions are used to update the model weights
while metric functions are used to monitor the model performance. Therefore, we
use the metric scores to decide whether the training must be stopped or the learn-
ing rate should be reduced. To be noted, comparing loss values will not give a fair
comparison due to different loss weights computed by the adaptive loss weighting
algorithm. Hence, we use several metric scores as their calculation remains the same
on each training epoch. As for the depth estimation (DE) loss (LDE), we calculate
Huber loss as in (3.1).

LDE =
1
V

V

∑
i=1

1
N

N

∑
j=1

zij, (3.1)

where zij is given by (3.2).

zij =

{
0.5(ŷij − yij)

2 if |ŷij − yij| < δ

δ(|ŷij − yij| − 0.5δ) otherwise
(3.2)

We average the loss across all tensor elements N on all views V = 4. The number
of N is also equal to the number of elements in pre-processed ground truth for DE
task IDE (see Subsection 3.4.3). Then, yij is the value of jth element of the ground
truth IDE with view i, while ŷij is the predicted value of jth element of the predicted
depth output with view i after ReLU activation. Huber loss is widely used and
suitable for the DE task as it takes the advantage of both mean squared error (MSE)
and mean absolute error (MAE) based on the prediction results. We set δ = 0.5 as the
threshold for the Huber loss to start to curve like MSE if |ŷij − yij| < δ or constantly
have a large gradient which is the same as MAE if |ŷij − yij| ≥ δ. Meanwhile, for the
rest of segmentation-related tasks, we use the combination of standard binary cross
entropy (BCE) and Dice loss as in (3.3) to calculate LSS, LLS, and LBEVP.

L{SS,LS,BEVP} =
1
V

V

∑
i=1

(
1
N

N

∑
j=1

yijlog(ŷij) + (1− yij)log(1− ŷij)

)
+

(
1− 2|ŷi ∩ yi|
|ŷi|+ |yi|

)
(3.3)

Similar to the Huber loss function, in the BCEDice loss function, the final loss cal-
culation is also averaged across all tensor elements N and all output views V = 4 for
semantic segmentation (SS) task and V = 1 for LiDAR segmentation (LS) and bird’s
eye view projection (BEVP) tasks. Then, yi is the ground truth ISS or ILS or IBEVP
with view i and ŷi is the predicted output of view i. Finally, the total loss can be cal-
culated by multiplying each loss Li with a loss weight wi and summing all of them.
In addition, to prevent overfitting, a weight decay [119] with λ = 0.0001 is used to
penalize model complexity by multiplying the sum-squared of model weights W
and added to the total loss as in (3.4).

Ltotal = λΣW2 +
T

∑
i=1

wiLi (3.4)

To be noted, Li is an element in a set of losses {LDE,LSS,LLS,LBEVP}. Then, for
the metric functions, we use MAE (3.5) for depth estimation (DE) task and intersec-
tion over union (IoU) (3.6) for segmentation-related tasks.
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MAEDE =
1
V

V

∑
i=1

1
N

N

∑
i=1
|ŷij − yij| (3.5)

IoU{SS,LS,BEVP} =
1
V

V

∑
i=1

|ŷi ∩ yi|
|ŷi| ∪ |yi|

(3.6)

Finally, the total metric (TM) is calculated by summing all metric scores as for-
mulated in (3.7). To be noted, we use TM to determine the best model as it represents
overall model performance in all tasks. The total loss (3.4) cannot be used for com-
parison as it is affected by the multiplication of loss weights and weight decay which
are varied amongst models. Then, in order to know the discrepancy between tasks
and show how balanced the performance is across all tasks, we calculate the metric
variance (MV) within MAEDE, 1− IoUSS, 1− IoULS, and 1− IoUBEVP with (3.8).

TM = MAEDE + (1− IoUSS) + (1− IoULS) + (1− IoUBEVP) (3.7)

MV =
1
T

T

∑
i=1

(
Mi −

TM
T

)2

, (3.8)

where Mi is the metric score of task-i and TM
T is the mean of all metric scores with

total tasks T = 4. Keep in mind that the lower TM and MV scores mean the better
and more balanced the model performance.

3.3.4 Adaptive Loss Weighting

An adaptive loss weighting strategy can be used to deal with the imbalanced learn-
ing issue caused by plenty of given tasks with different characteristics. Hence, we
adopt the GradNorm algorithm [113] and do some modifications to match our pro-
posed model. The overall process of the modified GradNorm (MGN) algorithm can
be seen in Fig. 3.4. Normally, the total loss for a multi-task model can be computed
with (3.9).

L(t) =
T

∑
i=1

wi(t)Li(t), (3.9)

where Li is the loss function of task-i from a T number of tasks and a static loss wi
is used to balance the learning process at training step t. Usually, the loss weights
are tuned empirically which results in a huge computational cost to find the best set
of loss weights. To address this issue, the GradNorm algorithm [113] is invented to
learn the loss weight wi by adjusting the gradient norms dynamically so that differ-
ent tasks can be trained at similar rates. However, in their original paper, this algo-
rithm is used to balance the learning process of the multi-task model of three tasks
with only one input and one bottleneck of shared layers. Meanwhile, our model
has four tasks with three data modalities, five different views as the input, and two
bottlenecks of shared layers. Besides that, the loss weights are updated on each step
and cause a huge computational load. We solve this issue by modifying the update
process only at the last step t = s for each epoch which means that there is only one
update for one epoch. The number of maximum steps s is equal to the number of
samples in the training set divided by the batch size. To be noted, the number of
training samples on each dataset is different which means that the maximum step s
can be varied depending on what dataset is currently used.
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FIGURE 3.4: The process flow of the MGN algorithm.

The loss weight for each output on both SS and DE decoders is the same on each view since
each SS loss and DE loss is averaged across all views.

Before the loss weights are updated on each epoch at step t = s, there are several
quantities that need to be defined first as follows.

• Subsets of weights W from entire model weightsW where the algorithm will
be applied. We pick 2 subsets of weights as there are 2 bottlenecks in the net-
work architecture shown in Fig. 3.3. W(s) selection is expressed as (3.10).

W(s) = {W1(s), W2(s)} ⊂ W(s) (3.10)

We pick W1(s) and W2(s) from the first layer of the 1st and 2nd bottleneck re-
spectively. These layers are chosen since they have rich information on shared
latent space from the concatenation of multiple feature maps.

• The L2 norm of the gradient of the weighted single-task loss (wi(s)Li(s)) with
respect to the chosen subset of weights W(s) that can be calculated with (3.11).

G(i)
W (s) = ‖∇W(wi(s)Li(s))‖2 (3.11)

Based on the network architecture shown in Fig. 3.3, the gradient of the weighted
single-task loss for BEVP is respected to W(s) = W2(s), while the others are
respected to W(s) = W1(s). For further process, we need to compute GW(s)
which is the average of G(i)

W (s) across all tasks T with (3.12).

GW(s) =
1
T

T

∑
i=1

G(i)
W (s) (3.12)

• The ratio between Li at the last step t = s and first step t = 0 that can be
computed with (3.13).

L̄i(s) =
Li(s)
Li(0)

(3.13)

Concisely, the loss ratio L̄i(s) is also a measure of the inverse training rate of
task-i where a lower ratio means a faster rate of learning task-i.
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Algorithm 3.1: Training with the MGN algorithm
Initialize model weightsW with kaiming init [120]
Set initial loss weights wi(0) = 1∀i
Set asymmetry alpha α = 1.5
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

for training step t = 0 to s do
• Input batch x(t) and get prediction ŷ(t)

• Compute each single-task loss Li(t)

• Compute total loss L(t) with (3.9)

if t = 0 then
Set initial task loss Li(0) = Li(t)

else if t = s then
Pick W(s) with (3.10)
Compute G(i)

W (s) with (3.11) for each task-i
Compute GW(s) with (3.12)
Compute L̄i(s) with (3.13) for each task-i
Compute ri(s) with (3.14) for each task-i
Compute G(i)W (s) with (3.16)
Compute LMGN(s) with (3.15)
Compute MGN gradients ∇wiLMGN(s)
Update each wi(s) using ∇wiLMGN(s)
Normalize new wi(s) with (3.17)

end

• Compute gradients ∇WL(t)

• Update network weightsW(t) using ∇WL(t)

end
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Maximum training step s can be calculated by dividing the total training samples by
batch size. It can be varied as the number of samples is different on each dataset

• The relative inverse training rate of task-i which can be calculated with (3.14).
This variable is used to balance gradients during the training process.

ri(s) =
L̄i(s)

1
T ∑T

i=1 L̄i(s)
(3.14)

The higher relative inverse training rate ri(s) means the higher gradient mag-
nitude for task-i which results in the task being learned faster.

The detailed steps of the modified GradNorm (MGN) algorithm can be seen on
Algorithm 3.1. To be noted, there are only two training steps in one epoch to be con-
sidered for MGN computation which are the first step t = 0 and the last step t = s.
Li(0) is very crucial, especially at the first epoch of the training process. Thus, proper
model weightsW initialization and task loss Li formulation need to be considered
carefully. Furthermore, both depth estimation (DE) and semantic segmentation (SS)
tasks have multiple inputs from 4 different views while LiDAR segmentation (LS)
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and bird’s eye view projection (BEVP) tasks only have one input from a top perspec-
tive. Thus, the Li for both DE and SS tasks are averaged across all views first before
computing Li(0) and Li(s). This means that the loss weight wi for each DE task and
SS task will be the same on any view. The MGN algorithm is deployed as a loss
function that computes the MAE between the target and actual gradient norms as in
(3.15) for each task in every last step t = s on each epoch.

LMGN(s) =
T

∑
i=1

∣∣∣G(i)W (s)− G(i)
W (s)

∣∣∣ , (3.15)

where the loss is summed across all tasks T with the target gradient G(i)W (s) is given
by (3.16).

G(i)W (s) = GW(s)ri(s)α (3.16)

We set the asymmetry α = 1.5 as an additional parameter to control the balanc-
ing rate. The higher α value means stronger balancing enforcement which is usually
used if tasks are significantly different [113]. Then, we use stochastic gradient de-
scent (SGD) algorithm [121] to compute the gradients ∇wiLMGN(s) and update the
loss weights wi(s). We set the initial update rate ηMGN0 = 0.1 and reduce it by half
until a minimum value of ηMGNmin = 0.0001 if there is no drop in total metric score in
validation dataset in 4 epochs in a row. Finally, each loss weight wi(s) is normalized
with (3.17) so that the sum of all loss weights will always equal T.

winew(s) =
wi(s)

∑T
i=1 wi(s)

T (3.17)

3.3.5 Training Configuration

We use two GPUs, the NVIDIA RTX 2080 super and GTX 1080 Ti separately to
train the model along with its variation described in Section 3.5. We develop the
model entirely from scratch using PyTorch [122]. We do not use any pre-trained
network to perform transfer learning and fine-tuning. As mentioned in Subsection
3.3.4, weights initialization can be crucial as it affects Li(0), especially at the early
epoch of the training process. Therefore, the Kaiming initialization strategy [120] is
used to initialize the entire model weightsW . Then, a small batch size of 6 is enough
since the model already takes multiple views of inputs. Similar to the loss weight
updates, we use SGD [121] with momentum µ = 0.9 to update the model weights
during the training process. We set the initial learning rate η0 = 0.1 and reduce it by
half gradually until ηmin = 0.00001 if there is no drop on the validation total metric
(TM) score in 4 epochs in a row. We also stop the training process automatically if
there is no drop in the validation TM score in 25 epochs in a row.

3.4 Experiment Setup

To strengthen our findings, we conduct experiments on four different datasets com-
posed of three simulation datasets gathered using CARLA simulator [123] and one
real-world dataset called nuScenes-lidarseg [77], which is also used to illustrate the
implementation of the proposed model in a real-world scenario. Then, the pre-
processing steps are explained to understand the data representation. We also pro-
vide a brief explanation of the training configuration.
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FIGURE 3.5: Sensors placement on a car.

Both RGB and DVS cameras are placed at four different positions, while the 360o LiDAR
sensor is placed at the top of the ego vehicle.

3.4.1 Simulated Environment

We use CARLA simulator [123] to generate simulation datasets to train our model.
We collect a large amount of data composed of RGB images, DVS arrays, and LiDAR
point clouds as the inputs and semantic segmentation (SS) images, depth estima-
tion (DE) images, LiDAR segmentation (LS) images, and bird’s eye view projection
(BEVP) images as the outputs. We create three different datasets namely set A, B,
and C for the experiment and strengthen our justification. In dataset A, we gather
the simulation data from map Town01 as the training set and Town02 for both vali-
dation and test sets. Then, in dataset B, we collect the training set from Town02 and
the rest validation and test sets from Town01. Meanwhile, in dataset C, we generate
all simulation data from all maps (Town01 to Town05) for training, validation, and
testing sets. Each map has different characteristics and contains various objects.

To retrieve more information, several sensors are mounted on the ego vehicle as
shown in Fig. 3.5. We place RGB and DVS cameras at four positions, which are front
(F), left (L), right (Ri), and rear (R). Each camera has a 90o horizontal and vertical field
of view, 20o upward rotation, and resolution of H ×W = 128× 128. Then, a 360o

LiDAR sensor with 64 lasers and 32 meters of the maximum range is placed at the
top (T). The LiDAR lasers are vertically spread between the range of−30o to 20o from
the horizontal line. The same configuration is also applied to get the ground truth
data for each task. During the data gathering process, we create a realistic condition
by changing the weather dynamically where the environment can be sunny, rainy,
foggy, morning, noon, evening, and night. Each condition also varies on a scale of
0 to 100% and can be combined. In addition, we also spawn non-player characters
such as pedestrians and other vehicles to mimic the real situation on the road. The
detailed data generation setting can be seen in Table 3.1.
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TABLE 3.1: Data Generation Setting

Train : Val : Test ratio 3 : 1 : 1

Total data 2000 (set A and B), 10000 (set C)

Maps used 2 (set A and B), 5 (set C)

Simulation time Morning, noon, evening, and night

Weather Sunny, rainy, cloudy, and foggy

Non-player characters Other vehicles (truck, car, bicycle, motorbike)
and pedestrians

Object classes for SS and LS Unlabeled, building, fence, other, pedestrian,
pole, road lane, road, side walk, vegetation,
other vehicles, wall, traffic sign, sky, ground,
bridge, rail track, guard rail, traffic light, static
object, dynamic object, water, terrain

Object classes for BEVP Road, road lane, road centerline, other vehi-
cles, ego vehicle, green traffic light, yellow
traffic light, red traffic light, pedestrian

CARLA version 0.9.10.1

3.4.2 Real Environment

To illustrate how our model can be deployed in a real-world scenario, we also use
nuScenes-lidarseg dataset [77] as the fourth dataset in our experiment. However,
this dataset has a different sensor configuration and is not providing DVS images
and ground truth for both semantic segmentation (SS) and depth estimation (DE)
tasks. Thus, we consider modifying and pre-processing the dataset to meet the
model needs. First, we use front-left and front-right images as the replacement for
left and right images which are not provided in nuScenes-lidarseg. As there are
no DVS images for the model inputs, we remove all DVS encoders in the network
architecture and branch each RGB encoder to support both SS and DE decoders.
Therefore, the model will take RGB inputs only to perform DE and SS tasks. More-
over, this dataset does not come with the ground truth for SS and DE tasks. Thus,
we use the provided LiDAR point clouds associated with class and distance infor-
mation to create ground truths for SS and DE tasks. We create SS and DE ground
truths using the point clouds that are shown on each camera’s perspective of view.
Concisely, we plot each point cloud’s associated class data as the SS ground truth
and distance data as the DE ground truth. Then, to fill the gap between plotted
frame’s pixels, we give neighboring pixels the same class or value as the filled pixel.
With this mechanism, we can obtain nearly similar ground truths as retrieved from
the CARLA simulator. To be noted, we also resize all images to have a spatial di-
mension of H ×W = 128× 128 which is the same as in datasets A, B, and C. Thus,
there is no need to make any further modifications to the model input size. Finally,
since nuScenes-lidarseg has 32 possible object classes to be recognized, therefore,
the number of channels of semantic segmentation (SS), LiDAR segmentation (LS),
and bird’s eye view projection (BEVP) outputs become C = 32. A set of nuScenes-
lidarseg samples can be seen in Fig. 3.6.
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FIGURE 3.6: A set of pre-processed samples in nuScenes-lidarseg.

From left to right views: L-F-Ri-R while LiDAR, LS, and BEVP only have a top-view. There
are no DVS images for model inputs so all DE decoders will retrieve extracted RGB feature
maps only. Since there are no ground truths given for DE and SS tasks, the information of
the LiDAR point cloud’s associated class and distance are used to create the ground truth
for both tasks.

Originally, the nuScenes-lidarseg dataset has 1000 driving scenes obtained from
Boston and Singapore which have dense traffic and challenging situations. How-
ever, we only use the original train and validation (train-val) set (850 scenes) for
our experiment. Meanwhile, the original test set (150 scenes) is excluded since the
ground truth is not publicly available. Hence, we cannot measure the performance
of the model. The nuScenes-lidarseg’s train-val set has a total sample of 34149 from
850 scenes that are different from one another. We divide the original train-val set
into the train, validation, and test sets with the ratio of 3:1:1 (the same as in datasets
A, B, and C) based on the number of scenes so that the sample will be completely
different on each set. Thus, there are 510 scenes (20418 samples) for training, 170
scenes (6873 samples) for validation, and 170 scenes (6858 samples) for testing.

3.4.3 Data Representation

An image is retrieved as IRGB ∈ {0, ..., 255}3×128×128 representing a set of 8-bit pixel
values in the form of RGB channel (C) × height (H) × width (W). Different from
IRGB, the DVS array is retrieved as ADVS ∈ RN×4 where N is the total number of
pixels that are considered to have a brightness change in one simulation step and R

is an array with four elements consisted of timestamp, pixel’s x-coordinate, pixel’s
y-coordinate, and pixel’s polarization. The pixel’s polarization can be positive or
negative depending on the brightness change. Meanwhile, a set of LiDAR point
clouds is retrieved as ALID ∈ RM×4 where M is the total number of point clouds
retrieved in one simulation step and R is an array with four elements composed of
point’s x,y,z-coordinate and cos of incident angle (cos(θ)).

We normalize RGB images on a scale of 0 to 1 as IRGB ∈ {0, ..., 1}3×128×128. Since
the model already takes multiple inputs of views, there is no need to feed the model
with a bigger input size. Thus, it can reduce the computational load during the
training and validation processes. To meet the input shape of the model, both ADVS
and ALID need to be pre-processed first due to the possibility of numerous N and
M which are affected by the simulation condition at a time. Thus, to deal with this
issue, we pre-process both ADVS and ALID to become a 3D tensor with a fixed shape.
With a maximum x,y coordinate range of (127, 127), we project ADVS into IDVS ∈
{0, 1}2×128×128 with the x,y-coordinate takes place on the spatial dimension (H ×
W = 128× 128) and the polarization takes place on the channel dimension C = 2.
In the channel axis, the positive polarization takes place on the first channel while
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the negative polarization takes place on the second channel of IDVS. We convert
the polarization status into a value of 0 or 1 with (3.18). Meanwhile, the timestamp
attribute in ADVS is used to synchronize with other sensor data.

IDVSij =

{
1 if there is polarization record in ADVSxy

0 otherwise,
(3.18)

where IDVSij is the i,j-coordinate derived from ADVS’s x,y-coordinate. Meanwhile,
for the LiDAR point clouds, we propose two different techniques to pre-process the
LiDAR point clouds and perform an ablation study to understand their influence.
The first method ignores ALID’s z-coordinate and projects the LiDAR point clouds
into a tensor with top-view perspective ILID ∈ {0, ..., 1}1×128×128 with (3.19). This
kind of input representation is similar to Imad et al. [109], however, instead of using
heatmap color (in 3-channel RGB), we only use one channel to store the cosine of the
incident angle (cos(θ)) of each point cloud. Therefore, a newly formed tensor ILID
looks like a heat map-like gray image.

ILIDij =

{
cos(θ) if there is a point record in ALIDxy

0 otherwise
(3.19)

The ILID’s i,j-coordinate has been shifted and scaled from the original ALID’s x,y-
coordinate. The center (x, y) = (0, 0) of ALID is at the top of the ego vehicle and
the range of the x and y-axis are -32 to 32 meters (the maximum range of LiDAR).
Therefore, we need to shift and scale the ILID’s i,j-coordinate so that the center is at
(i, j) = (64, 64) and the minimum and maximum coordinate are at (i, j) = (0, 0) and
(i, j) = (127, 127) respectively. The shifting and scaling process of the i,j-coordinate
from the original x,y-coordinate can be done with (3.20) and (3.21) respectively.

ILIDi =

⌊
ALIDx − (−32)

32− (−32)
× 127

⌉
(3.20)

ILIDj =

⌊
ALIDy − (−32)

32− (−32)
× 127

⌉
(3.21)

Both ILIDi and ILIDj represent the ILID’s i,j-coordinate while ALIDx and ALIDy rep-
resent ALID’s x,y-coordinate. Meanwhile, 127 is set to be the highest point of ILID’s
i,j-coordinate. Then, we also give a value to the nearest pixels from ILIDij as the same
as the pixel’s value of ILIDij itself. Thus, the pre-processed ILID will have a better area
coverage from the top perspective of view. However, the first method can lose points
that have the same ALID’s x,y-coordinate but with a lower ALID’s z-coordinate since
the method only stores one point with the highest ALID’s z-coordinate.

In the second LiDAR pre-processing method, we adopt the LiDAR pre-processing
technique presented by Yang et al. [110] that takes the ALID’s z-coordinate into ac-
count. Then, we stack the pre-processed point clouds with the data from the first
method to provide more rich information. The visualization of this method can be
seen in Fig. 3.7. Concisely, the second method projects the LiDAR point clouds into a
3D tensor ILID ∈ {0, ..., 1}15×128×128. Here, we set the number of channels n(k) = 15
where k ∈ {0, ..., 14} based on the vertical field of view and the maximum range
of the LiDAR sensor. As can be seen in Fig. 3.5, the sensor has a 30o view below
and 20o view above the horizon line. Since the sensor is placed on the top of the
ego vehicle which is 2 meters from the ground, then the lowest point of the point
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FIGURE 3.7: Point clouds pre-processing.

All point clouds are mapped into a tensor ILID ∈ {0, ..., 1}15×128×128 where each layer holds
the height information that spreads from -2 meter (lowest point) to 11 meters (highest point).

cloud is equal to -2. Meanwhile, the highest point of the point cloud can be cal-
culated with dsin(20) × 32e = 11. Therefore, we set n(k) = 15 where the first 14
channels (k ∈ {0, ..., 13}) are used to store point clouds based on their height defined
by ALID’s z-coordinate which are spreading from the lowest point of -2 meter to the
highest point of 11 meters. Then, the last channel (k = 14) is used to store all flat-
tened point clouds from the first method. We map the ALID’s z-coordinate into k
channels with (3.22).

ILIDk =

⌊
ALIDz − (−2)

11− (−2)
× 13

⌉
, (3.22)

where ILIDk is the ILID’s k-coordinate (channels) and ALIDz is the original ALID’s
z-coordinate. The multiplier of 13 is used to ensure that there are no point clouds
stored in the last channel (k = 14) as it has been reserved to store all flattened point
clouds from the first method. The maximum and minimum values of ALIDz are set to
11 and -2 for all recorded point clouds so that the scale for all pre-processed ILID will
be the same. Thus, the network can easily learn to segment objects based on their
height even if the maximum point of each recorded point cloud is different. Finally,
similar to the first method, we also give the same value to the nearest pixels around
ILIDijk . To be noted, if there are 2 points or more with different ALID’s x,y,z-coordinate
but have the same ILID’s i,j,k-coordinate after pre-processing, only the point that has
the highest ALID’s z-coordinate that can take place on the ILID’s i,j,k-coordinate to
prevent multiple data points stored in one coordinate. Therefore, having a large
number of k channels would be better since there is more space to store point clouds.
However, processing a larger input would also cost more computational time.

On the output side, we read the depth estimation (DE) ground truth as a ten-
sor IDE ∈ {0, ..., 1}1×128×128. Thus, the output layer of the model for the DE task
will only have 1 channel with the spatial dimension of (128× 128) that predicts nor-
malized depth values within the range of 0 to 1. With this mechanism, we can use
simple ReLU activation for the final output layer of the DE decoder. Meanwhile, the
original semantic segmentation (SS), LiDAR segmentation (LS), and bird’s eye view
projection (BEVP) ground truths are retrieved as I{SS,LS,BEVP} ∈ {0, ..., 255}3×128×128

which are following the color palette in Cityscapes dataset [68]. To meet the needs
of the network architecture, especially on its output layers for segmentation-related
tasks (SS, LS, and BEVP), we perform one hot encoding process to convert the 8-bit
RGB representation. As a result, each ground truth become ISS ∈ {0, 1}23×128×128,
ILS ∈ {0, 1}23×128×128, and IBEVP ∈ {0, 1}9×128×128. Therefore, a sigmoid activation
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can be used at the output layer of SS, LS, and BEVP decoders. The number of classes
in the CARLA simulation dataset is 9 for the BEVP task and 23 for both SS and LS
tasks as mentioned in Table 3.1. Meanwhile, in the real-world nuScenes-lidarseg
dataset, the number of classes is 32 for all SS, LS, and BEVP tasks as mentioned
in Subsection 3.4.2. Hence, the number of channels (axis C) of I{SS,LS,BEVP} is also
become 32 as well.

3.5 Result and Discussion

To evaluate our proposed methods, some ablation and comparative studies are con-
ducted by comparing all model variants along with the combination of single-task
and multi-task models for all given tasks. For sensor fusion experiments, we con-
duct a comparative study against another MTL model named W-Net [124] that per-
forms the same tasks. We create four W-Net models as there are four different views
around the ego vehicle. Meanwhile, for adaptive loss weighting experiments, we
configure the comparative study as follows. For depth estimation (DE) and seman-
tic segmentation (SS) tasks, we compare our models with the multi-task GradNorm
model [113]. In the LiDAR segmentation (LS) task, we compare our model with
PolarNet [111] which performs the same top-view LiDAR segmentation. Finally,
for the bird’s eye view projection (BEVP) task, we replicate the works by Chen et
al. [112] and perform some modifications in their model’s final output layer to be a
point-wise convolution layer for one-hot encoded prediction so that we can calcu-
late the IoU and perform a fair comparison. The best model is defined by the lowest
total metric score as formulated with (3.7). Moreover, as mentioned in Section 3.4,
we compare all models on three simulation datasets generated by CARLA simula-
tor [123] and one real-world dataset from nuScenes-lidarseg [77]. Concisely, there
are four points that will be disclosed in this Chapter as follows.

• The influence of adding DVS data into the model. As described in Subsection
3.3.1, we create two model variants namely A0 and A1 that are deployed to
perform inference on test sets, A and B.

• The influence of providing 15-layer LiDAR data into the model. We compare
a model that takes 1 layer of LiDAR data (1L) and a model that takes 15 layers
of LiDAR data (15L). Then, we observe its influence based on the TM score.

• The influence of using the MGN algorithm during the training process. By
using the MGN algorithm, the model is expected to have better performance as
the imbalanced learning problem will be solved by giving appropriate weight
to each loss function. Therefore, to understand its effectiveness, a comparative
study is conducted on the model with adaptive loss weights (15L+MGN) and
the model with static loss weights (15L with wi = 1∀i). We also provide a
separate subsection to discuss the behavior of this algorithm.

• A comparative study with the combination of some recent models. We com-
pare all of our model variants as follows. For multi-task SS and DE, we com-
pare A0 and A1 with W-Net [124]. Meanwhile, for multi-task SS, DE, LS, and
BEVP, we compare 1L, 15L, and 15L+MGN with the combination of two single-
task models and one multi-task model which are PolarNet [111] for LS, Chen
et al. [112] for BEVP, and GradNorm model [113] for multi-task DE and SS.
Furthermore, we also compute the number of model parameters, model size,
GPU memory usage, and inference speed to justify the model efficiency.
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TABLE 3.2: Multi-task Performance Score for Comparative Study 1

Dataset Model TM ↓ MAEDE ↓ IoUSS ↑ FPS↑
A0 0.196 ± <0.001 0.056 ± <0.001 0.860 ± <0.001 100

Test A A1 0.188 ± <0.001 0.059 ± <0.001 0.871 ± <0.001 83
W-Net [124] 0.166 ± <0.001 0.057 ± <0.001 0.891 ± <0.001 58

A0 0.193 ± <0.001 0.038 ± <0.001 0.845 ± <0.001 104
Test B A1 0.186 ± <0.001 0.035 ± <0.001 0.849 ± <0.001 84

W-Net [124] 0.220 ± 0.001 0.038 ± <0.001 0.818 ± <0.001 57

The uncertainty on each prediction score is measured by calculating the variance over all
inference results. Meanwhile, the speed test is conducted on the same NVIDIA RTX 3090
GPU with batch size = 1 and calculated in frame per second (FPS). The FPS difference on
both datasets is caused by the fluctuating GPU condition.

3.5.1 Performance Gain by Feature Fusion

RGB images are usually used as the only input when dealing with semantic segmen-
tation (SS) and depth estimation (DE) tasks. In this Chapter, we study the influence
of providing DVS images as the input and fused together with RGB images in the
network architecture to leverage the extracted information. As explained in Subsec-
tion 3.3.1, we first remove the DVS input block on Fig. 3.2 and named the model as
A0 model, then compare its performance with the A1 model that has both RGB and
DVS input blocks on its architecture. To clarify the influence of DVS images, we use
2 different datasets, A and B.

Based on the inference result on testing sets shown in Table 3.2, the A1 model also
has lower TM scores of 0.188 (set A) and 0.186 (set B). Considering that the A1 model
has a better score in all validation and testing sets, it can be said that DVS is giving
a positive influence on the model performance. However, as a result of having more
encoders to process DVS data, the A1 model inference is slower than the A0 model
with an FPS rate of around 83 to 84. Meanwhile, the qualitative result can be seen in
Fig. 3.8 where both A0 and A1 models are deployed at night (test set B: Town01, left)
and on a cloudy day (test set A: Town02, right). The A1 model seems to have a better
result compared to the A0 model. The A1 model is more stable in segmenting rare
objects such as poles and the small appearance of surrounding vehicles, especially
during poor illumination conditions as it can leverage the information provided by
the DVS camera. Meanwhile, both models have comparable performance in solving
the depth estimation task.

A further comparative study against another MTL model is conducted to clarify
the performance of our proposed model. We compare our model with W-Net [124]
which is composed of two serially connected U-Net models [115]. W-Net uses its
first U-Net block to perform semantic image segmentation. Then, the prediction is
concatenated with the RGB image as the input for the second U-Net block to perform
depth estimation. Therefore, W-Net is able to perform both semantic segmentation
and depth estimation simultaneously in one forward pass. For a fair comparison, we
follow the training configuration described in the W-Net paper to train the model
using our datasets. The performance comparison result can be seen in Table 3.2. To
be noted, each metric score is averaged across all views as there are four independent
W-Net models.

Based on Table 3.2, both A1 and W-Net models can be said to be comparable to
each other. On test set A, W-Net performs better than the A1 model with a lower
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FIGURE 3.8: Inference results on the test images in set A and set B.

Note: F (front); L (left); R (right); B (back); GT (ground truth).

TM score of 0.166. Meanwhile, on test set B, the A1 model surpasses W-Net with a
lower TM score of 0.186. Then, as shown in Fig. 3.8, W-Net seems to have a better
result, especially when the illumination is enough (set A) as it has much more layers
compared to the A1 model. W-Net can estimate and segment very thin objects such
as light poles on both left images of depth estimation and semantic segmentation.
However, in terms of inference speed, the A1 model is still better with an FPS rate
of more than 80 on both datasets. Meanwhile, W-Net only achieves an FPS rate of
below 60 when tested with the same device. Therefore, even though the TM score
is comparable, it can be said that a single A1 model is preferable as it can perform
faster inference compared to the combination of four W-Net models.
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TABLE 3.3: Multi-task Performance Score for Comparative Study 2

Dataset Model MAEDE ↓ IoUSS ↑ IoULS ↑ IoUBEVP ↑ TM ↓ MV ↓
Chen et al. [112] - - - 0.654 ± <0.001
PolarNet [111] - - 0.483 ± <0.001 - 1.430 0.024

Set GradNorm† [113] 0.113 ± <0.001 0.546 ± 0.002 - -
A 1L 0.090 ± <0.001 0.619 ± 0.001 0.406 ± <0.001 0.613 ± <0.001 1.452 0.032

15L 0.083 ± <0.001 0.636 ± 0.002 0.424 ± <0.001 0.575 ± <0.001 1.448 0.032
15L+MGN 0.084 ± <0.001 0.627 ± 0.002 0.470 ± <0.001 0.594 ± <0.001 1.393 0.027

Chen et al. [112] - - - 0.567 ± 0.003
PolarNet [111] - - 0.723 ± <0.001 - 1.160 0.016

Set GradNorm† [113] 0.095 ± <0.001 0.645 ± 0.003 - -
B 1L 0.096 ± <0.001 0.675 ± <0.001 0.621 ± 0.001 0.589 ± 0.002 1.211 0.015

15L 0.095 ± <0.001 0.682 ± <0.001 0.680 ± <0.001 0.603 ± 0.001 1.131 0.013
15L+MGN 0.099 ± <0.001 0.679 ± <0.001 0.704 ± <0.001 0.630 ± 0.002 1.086 0.011

Chen et al. [112] - - - 0.637 ± <0.001
PolarNet [111] - - 0.735 ± 0.001 - 0.976 0.013

Set GradNorm† [113] 0.055 ± <0.001 0.706 ± <0.001 - -
C 1L 0.069 ± <0.001 0.751 ± <0.001 0.573 ± 0.001 0.606 ± <0.001 1.138 0.020

15L 0.062 ± <0.001 0.765 ± <0.001 0.645 ± 0.001 0.602 ± <0.001 1.050 0.017
15L+MGN 0.063 ± <0.001 0.756 ± <0.001 0.678 ± <0.001 0.630 ± <0.001 0.999 0.014

Chen et al. [112] - - - 0.788 ± <0.001
PolarNet [111] - - 0.696 ± <0.001 - 1.124 0.020

nuScenes GradNorm† [113] 0.112 ± <0.001 0.504 ± 0.005 - -
-lidarseg 1L* 0.119 ± <0.001 0.527 ± 0.009 0.597 ± 0.001 0.804 ± <0.001 1.191 0.021

15L* 0.123 ± <0.001 0.538 ± 0.007 0.682 ± <0.001 0.824 ± <0.001 1.079 0.017
15L+MGN* 0.123 ± <0.001 0.536 ± 0.008 0.685 ± <0.001 0.833 ± <0.001 1.069 0.017

†Scores are averaged across all views performed by 4 independent GradNorm models.
*The model only takes extracted feature maps from RGB encoders to perform DE and SS as
there is no DVS data in nuScenes-lidarseg.
The higher IoU and the lower MAE, total metric (TM), and metric variance (MV) scores
mean the better the model. Be noted, the TM score is used to determine the best model as
it represents overall performance on all tasks. Meanwhile, the uncertainty on each metric
score is calculated by computing the variance across all inference results on each test set.

3.5.2 1 Layer vs 15 Layers of LiDAR Representation

LiDAR point clouds contain a z-coordinate that represents the height of the object
captured by the LiDAR lasers. The idea of our second LiDAR pre-processing method
is to differentiate the object based on height data so that the model can leverage this
useful information during the training process. As shown in Fig. 3.7, each layer
contains a specific object based on its height. For example, the lower layer holds
objects which are mostly on the ground such as roads, sidewalks, etc. Then, the
middle layer holds other vehicles, pedestrians, etc. Then, the upper layer holds tall
objects such as buildings, trees, etc. Finally, stacking all point clouds pre-processed
by the first method into the last layer will provide more information.

As shown in Table 3.3, the model that takes 15-layer LiDAR data (15L) has a
better performance compared to the model that takes 1 layer only (1L). The com-
parison between both models is consistent where the 15L model has a lower total
metric (TM) score than the 1L model on all test sets. The TM score gets lowered
from 1.452 to 1.448 (set A), 1.211 to 1.131 (set B), 1.138 to 1.050 (set C), and 1.191 to
1.079 (nuScenes-lidarseg). Intuitively, adding more layers of information will boost
the LS performance as it has inline skip connections from the LiDAR encoder to the
LS decoder. This is proven by comparing the IoULS score where the 15L model has
a higher score than the 1L model on all test sets. However, in the BEVP task, both
model variants are comparable to each other as the 15L model has higher IoUBEVP
scores on dataset B and nuScenes-lidarseg but has lower scores on dataset A and
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FIGURE 3.9: Inference results on the test images in set C (rainy night).

A qualitative comparison between our model variants (1L, 15L, and 15L+MGN) and com-
bination of STL (single-task learning) and MTL models by Chen et al.’s [112] (BEVP), Polar-
Net [111] (LS), and GradNorm [113] (DE and SS).

set C. Then, the other interesting thing is the result of DE and SS tasks. Based on
MAEDE and IoUSS scores, we found that adding more LiDAR layers is somehow
improving DE and SS performance. Consistently, the 15L model has higher IoUSS
and lower MAEDE than the 1L model on all simulation datasets, and only the DE
performance is degraded on nuScenes-lidarseg. As the pre-processed LiDAR keeps
the vertical information (ALIDz to ILIDk ) and both RGB and DVS images are natu-
rally at the LiDAR’s z-axis, the performance on DE and SS are getting improved.
Although there is no specific transformation applied to the network architecture,
the 15L model can learn the relationship between shared feature maps. This means
that the LiDAR also plays an important role in DE and SS tasks and shows that the
15L model successfully leverages shared feature maps through intermediate fusion.
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FIGURE 3.10: Inference results on the test images in nuScenes-
lidarseg (sunny day).

A qualitative comparison between our model variants without DVS inputs (1L*, 15L*, and
15L+MGN*), and a combination of STL (single-task learning) and MTL models by Chen et
al.’s [112] (BEVP), PolarNet [111] (LS), and GradNorm [113] (DE and SS).

Furthermore, based on the qualitative results shown in Fig. 3.9 (rainy night) and
Fig. 3.10 (sunny day), the image quality of both 1L and 15L models are comparable
on both DE and LS tasks. To be more specific on the model inference on sunny
day images (samples from nuScenes-lidarseg), the 15L model performance is quite
similar to the 1L model. However, if we take a close look at the rear SS image, the
15L model can segment temporary road barriers successfully while the 1L model
cannot. Besides that, on the model inference on rainy night images (samples from
set C), the 15L model performs better as it can segment the road lane on the front
view SS image. Furthermore, based on the quality of the BEVP images, it is also
better at recognizing surrounding vehicles.
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3.5.3 Static vs Adaptive Loss Weighting

Plenty of tasks can lead to an uneven loss value which depends on what kind of
loss function is used. Even if multiple related tasks are handled with the same loss
function, it still can lead to imbalanced learning due to the different number of el-
ements and characteristics at the output layer. For instance, the elements in ILS are
much larger than in IBEVP and significantly different from ISS. Therefore, a proper
set of loss weights is needed to balance the task-learning process. Moreover, it has
to be tuned automatically to avoid an expensive computational cost in finding the
best combination. Therefore, we propose the MGN algorithm to balance the rate of
task learning by tuning each task’s loss weight adaptively.

Based on Table 3.3, the model trained with the modified GradNorm (MGN) al-
gorithm (15L+MGN) has a better performance compared to the previous best model
with static loss weights (15L) on all test sets. With a consistent result, the total metric
(TM) score gets lowered from 1.448 to 1.393 (set A), 1.131 to 1.086 (set B), 1.050 to
0.999 (set C), and 1.079 to 1.069 (nuScenes-lidarseg). However, even with lower TM
scores, not all tasks are getting improved by the model. The 15L+MGN variant may
have better performance on LS and BEVP tasks where IoULS and IoUBEVP scores
are higher than the 15L variant. However, the 15L model still performs better than
the 15L+MGN by achieving lower MAEDE and higher IoUSS on DE and SS tasks
respectively. Be noted, the goal of the MGN algorithm is to improve the overall
model performance by balancing the rate of learning on each task. Instead of im-
proving the performance of each task, the MGN algorithm is focused on balancing
the gradient signal among the tasks. Therefore, the 15L model may still have a better
performance on some tasks. In this case, there is a performance trade-off, especially
between DE-SS tasks and LS-BEVP tasks. Besides the TM score (3.7), the metric vari-
ance (MV) (3.8) can be used to determine the model performance based on the rate
of discrepancy between tasks. As can be seen in Table 3.3, the MV of the 15L+MGN
model is smaller than the 15L model on all simulation datasets and has the same MV
on nuScenes-lidarseg. A lower MV indicates that the model performance on overall
tasks is getting balanced with just a little discrepancy.

Based on the qualitative results shown in Fig. 3.9 (a rainy night) and Fig. 3.10
(sunny day), we can see that the 15L+MGN model has a better BEVP performance
where it has a more clear projection of a car behind the ego vehicle (sample of a rainy
night in dataset C) and a better projection of the roadmap (sample of a sunny day
in nuScenes-lidarseg). Meanwhile, the 15L model has a better SS performance on
overall views. To be more specific, the 15L model can segment the sidewalk in the
right SS image (set C) and the temporary road barriers (nuScenes-lidarseg).

3.5.4 Loss Weighting Behavior

The loss weights update process of the 15L+MGN model during the training phase
can be seen in Fig. 3.11. In all simulation datasets, at the time when the model con-
vergence, the modified GradNorm (MGN) algorithm tends to have similar behavior
where it gives the highest loss weight to the depth estimation (DE) task followed
by LiDAR segmentation (LS) at the second, semantic segmentation (SS) at the third,
and bird’s eye view projection (BEVP) at the last. Meanwhile, the order between LS
and SS is swapped in nuScenes-lidarseg. From the loss weights change behavior,
the MGN is penalizing less on the BEVP task so that it will not cause a high imbal-
ance. As shown in the network architecture in Fig. 3.3, the BEVP decoder is placed
after the 2nd bottleneck meaning that the network has more focus during training.
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(A) Loss weights update on dataset A (B) Loss weights update on dataset B

(C) Loss weights update on dataset C (D) Loss weights update on nuScenes-lidarseg

FIGURE 3.11: Loss weights update log.

The vertical black dashed line shows the exact epoch where the model convergence. The
vertical axis on each figure is the loss weight while the horizontal axis is the epoch.

The gradient produced from BEVP also affects the decoder of SS, DE, and LS tasks
on the previous layer. Thus, it makes sense that the MGN penalizes the BEVP task
less than the other tasks. For tasks that are placed before the 2nd bottleneck, the DE
task loss calculated with the Huber loss function (3.1) produces a smaller loss value
compared to LS and SS losses which are calculated by BCEDice loss function (3.3).
Hence, the MGN algorithm gives a higher loss weight to the DE task to compensate
for the imbalance. With this mechanism, the network will not lose its focus on the
DE task learning while still maintaining progress on learning the other tasks.

Moreover, even if the number of elements in ILS is equal to ISS, both tasks have a
significant difference in characteristics. In ILS, many elements are filled with 0 since
there are plenty of vacant points caused by LiDAR lasers limitation. Meanwhile, in
ISS, many elements are filled with 1 representing the one-hot object class on each
tensor channel and have a strong correlation as all points are captured by the RGB
camera. As a result, LSS tends to be bigger than LLS even when computed with
the same loss function. Therefore, to balance the task learning, MGN gives higher
weight to the LS task than to the SS task. However, the loss weighting behavior
on SS and LS tasks is not consistent in the real-world dataset. The weight order
is swapped between those tasks as the characteristic nuScenes-lidarseg is different
from the simulation dataset. To be noted, the sum of all loss weights will always be
equal to T = 4 as they are normalized with (3.17) at the end of each epoch.
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3.5.5 Single-task vs Multi-task Models

We also conduct further model testing by comparing our models with some recent
models for each task. In the multi-task depth estimation (DE) and semantic segmen-
tation (SS) comparison, we train the original GradNorm model [113] for each view
so that there are four models in total. We use the GradNorm SegNet [125] version
with VGG16 encoder [126] and symmetric task decoders for comparative study as
the GradNrom authors only use this model for in-depth analysis. The training setup
is configured to be the same as described in the GradNorm paper where Adam op-
timizer [127] along with pixel-wise cross-entropy and squared losses are used to
train the model. Then, in the LiDAR segmentation (LS) comparison, we train Polar-
Net [111] to take our pre-processed LiDAR point clouds. We use the same training
configuration written in the provided code as the author did not mention the de-
tail in their paper. Concisely, Adam optimizer [127] along with cross-entropy loss
is used to train the model until convergence. Finally, in the bird’s eye view pro-
jection (BEVP) comparison, we replicate Chen et al.’s model [112] that takes front
RGB and top-view LS images as the input. The model has a BEVP decoder to per-
form BEVP and input reconstruction modules that reconstruct the front RGB and
LS images. However, LS input and BEVP output are represented in RGB image
representation {0, ..., 255}3×128×128. This kind of representation is not suitable for
segmentation-related tasks. Thus, we change it into a one-hot encoded image, so
that each of them is represented as {0, 1}C×128×128 where C is the number of possible
classes. Then, we put 1 extra point-wise (1× 1) convolution layer and a sigmoid
activation at the last layer of the LS input reconstruction module and BEVP decoder.
With this modification, the metric function IoU (3.6) can be calculated for compari-
son purposes. Furthermore, besides comparing all metric scores, we also compare
the number of model parameters, model size, GPU memory utilization, and infer-
ence speed to measure how efficient the model is.

Based on Table 3.3, our best model variant (15L+MGN) is better than the combi-
nation of Chen et al., PolarNet, and GradNorm models. In small and large datasets,
the 15L+MGN model has lower total metric (TM) scores of 1.393 (set A), 1.086 (set B),
and 1.069 (nuScenes-lidarseg). Meanwhile, the other variants still maintain a com-
parable performance with a small gap. However, in the medium dataset (set C), the
combination has a better performance with a TM score of 0.976. Independently, Po-
larNet consistently gives a better LS performance by achieving the highest IoULS in
all datasets. Meanwhile, Chen et al. and GradNorm models are still comparable in
BEVP, DE, and SS tasks. However, based on the qualitative results shown in Fig. 3.9
(a rainy night) and Fig. 3.10 (sunny day), both Chen et al. and GradNorm models
are missing the surrounding vehicles. On BEVP images, Chen et al.’s model is able
to locate the occupied area by the surrounding vehicles, but cannot segment the ve-
hicle correctly (set C). It also cannot project the local roadmap as well as our models
(nuScenes-lidarseg). Then, as shown on SS images, GradNorm is facing difficulties
in segmenting vehicles on a rainy night. On the other hand, our model faces the
same difficulties, but it can locate the occupied region properly. During rainy condi-
tions, the DVS sensor is distracted by the raindrops. As a result, the DE performance
of our model is getting degraded. Then, as shown on LS images, both PolarNet and
our models have a similar performance where both models can segment all objects
from the top-view perspective and locate the corresponding pixel class nearly the
same as in the ground truth. Then, based on Table 3.4, our models have much fewer
parameters where they only have less than 2% of the total parameters owned by
the combination. Even with that small number of parameters, the 15L+MGN model
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TABLE 3.4: Model Specification

Dataset Model Parameters↓ Total Parameters↓ Size↓ Total Size↓ GPU Usage↓ FPS↑
Chen et al. [112] 10365211 83.061
PolarNet [111] 13403701 136728752 107.342 1094.867 1987 44.472

Simulation 4×GradNorm† [113] 4×28239960 4×226.116
(A, B, C) 1L 2519488 2519488 20.549 20.549 1049 57.117

15L 2521504 2521504 20.565 20.565 1049 56.018
15L+MGN 2521504 2521504 20.565 20.565 1049 54.428

Chen et al. [112] 10372539 83.120
PolarNet [111] 13404286 136757437 107.347 1095.099 2025 48.236

nuScenes 4×GradNorm† [113] 4×28245153 4×226.158
-lidarseg 1L* 2275604 2275604 18.557 18.557 1015 65.969

15L* 2277620 2277620 18.574 18.574 1017 65.426
15L+MGN* 2277620 2277620 18.574 18.574 1017 65.192

†The number of parameters and model size of the GradNorm model are multiplied by 4 as
there are 4 models in total.
*These model variants do not have DVS encoders as there are no DVS images recorded in
the dataset.
For a fair comparison, we use the same GPU device (NVIDIA GTX 1080 Ti) to run all models
with batch size = 1. However, the inference speed measured in frames per second (FPS) is
slightly different on each dataset due to the fluctuating GPU performance. Therefore, we
average the FPS over A, B, and C datasets for the inference on simulation data. We separate
the measurement on nuScenes-lidarseg as it has different characteristics. Thus, there is a
small change in the number of parameters, model size (in MB), and GPU usage (in MB).

maintains a better performance with less GPU memory utilization. Hence, it has a
smaller size and can infer faster with a speed of around 54 frames per second (FPS)
on simulation datasets and 65 FPS on a real-world dataset. Considering the per-
formance result shown in Table 3.3 and Table 3.4 along with the qualitative result
shown in Fig. 3.9 (a rainy night) and Fig. 3.10 (sunny day), it can be said that our
model is better and more efficient than the combination. Moreover, our model is
preferable due to its compactness and smaller size.

The reason why our model can outperform the combination even with fewer pa-
rameters is that it can leverage feature sharing on its encoders that process multiple
views of input to efficiently learn the features. The network architecture makes it
possible for each decoder to take the advantage of the extracted features from each
encoder. Besides that, our proposed techniques are also playing an important key in
boosting the model performance and keeping the performance balanced. Based on
Table 3.3, without using these methods, our model cannot be better than the combi-
nation. Our 15L+MGN model may win on datasets A, B, and nuScenes-lidarseg but
lose on dataset C with a TM score gap of 0.023. However, if we take a close look at
the scores on dataset C, the lowest TM score obtained by the combination is mostly
influenced only by the outstanding performance of PolarNet which achieves IoULS
of 0.735. In fact, PolarNet has always maintained to be the best on the LS task in all
datasets. In dataset C, PolarNet outperforms our model with an IoULS gap of 0.057
which is the largest among all experiments. If the gap on IoULS is similar to the
gap in other datasets, our model might have won on dataset C. PolarNet has what is
called “ring-connected CNN“ that is specifically used to process LiDAR data. There-
fore, with a larger number of learnable parameters, it is more capable of capturing
more useful features in varying areas. Be noted, based on the number of towns used
on each dataset, it can be said that dataset C is more varied as it contains five differ-
ent maps while datasets A, B, and nuScenes-lidarseg only have two maps, and both
are similar to each other.
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3.6 Findings

In this Chapter, we develop a compact deep multi-task learning (MTL) model to per-
form various driving perception tasks simultaneously in one forward pass. Through
data pre-processing and multi-sensor fusion techniques, the model can process and
combine multiple input modalities. In addition, we propose an adaptive loss weight-
ing algorithm to tackle the imbalanced learning issue and boost overall performance.
To understand the influence and behavior of our proposed methods, an ablation ex-
periment is conducted by creating several variants. Finally, a comparative study
against the combination of some recent models is conducted to clarify performance
and efficiency. Based on the ablation and comparative results on both simulation
and real-world datasets, we disclosed several findings as follows.

• Fusing both RGB and DVS images will boost the overall model performance
since the model can take more distinctive information from both RGB and DVS
encoders. This is supported by the comparison result between A0 and A1,
where A1 outperforms A0 in semantic segmentation (SS) and depth estimation
(DE) tasks.

• Keeping the height information of the LiDAR point clouds ALID’s z-coordinate,
the overall model performance is improved, especially in the LS task that has
direct skip connections from the LiDAR encoder. This is proven by the 15L
model which has a better performance compared to the 1L model. Moreover,
with rich vertical features given from the LiDAR encoder through intermedi-
ate fusion at the first bottleneck, the 15L model gains better performance on
DE and SS tasks.

• The MTL process is successfully balanced and results in a better model by
using the modified GradNorm (MGN) algorithm to update the loss weights
adaptively based on the gradient signal. Based on the comparison result, the
15L+MGN model performs better than the 15L model where it has lower total
metric (TM) and metric variance (MV) scores.

• The MGN algorithm makes a better trade-off between DE-SS tasks with LS-
BEVP tasks. Based on the loss weighting behavior, the MGN algorithm tends
to penalize less on the task that has a higher focus by default such as the bird’s
eye view projection (BEVP) task that is placed at the end of the network. This
algorithm is also capable of compensating for small or large losses produced by
different loss functions with varying output elements. As evidence, the depth
estimation (DE) loss computed with the Huber loss function has a bigger loss
weight than LiDAR segmentation (LS) and semantic segmentation (SS) loss
computed with the BCEDice loss function.

• Based on the comparative study with the combination of some recent mod-
els, our best model variant (15L+MGN) maintains better performance even
with much fewer parameters. Hence, it can infer faster and consume less GPU
memory which is preferred for further deployment.
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Chapter 4

Simulation-based End-to-end
Autonomous Driving

Continuing our work described in Chapter 3, we propose a novel deep learning
model called DeepIPC (Deeply Integrated Perception and Control) that is trained
with end-to-end and multi-task learning manners to perform both perception and
control tasks simultaneously. Focusing on the task of point-to-point navigation for
autonomous driving, the model is deployed to drive an ego vehicle safely by follow-
ing a sequence of routes defined by the global planner. The perception part of the
model is used to encode high-dimensional observation data provided by an RGBD
camera while performing semantic segmentation, semantic depth cloud (SDC) map-
ping, and traffic light state and stop sign prediction. Then, the control part decodes
the encoded features along with additional information provided by the GNSS re-
ceiver and speedometer to predict waypoints that come with a latent feature space.
Furthermore, two agents are employed to process these outputs and make a de-
cision that determines the level of steering, throttle, and brake as the final action.
DeepIPC is evaluated with CARLA simulator that simulates various scenarios made
of normal-adversarial situations and different weathers to mimic real-world condi-
tions. In addition, we conduct a comparative study with some recent models to
justify the performance in multiple aspects of driving. Moreover, we also conduct
an ablation study on SDC mapping and multi-agent to understand their impact on
the model. As a result, DeepIPC achieves the highest driving score even with fewer
parameters and computation load.

4.1 Motivation

Currently, the challenge that remains for an end-to-end model is how to encode or
extract useful features so that the controller module can decode them into proper
navigational controls. Obviously, the perception module needs to be supported with
many kinds of information that represent the detailed condition around the ego ve-
hicle. In this case, sensor fusion-based models have been proven to achieve better
performance as they use various kinds of sensors to gather more detailed informa-
tion [128] [129]. However, a huge computation load is inevitable as bigger models
are needed to process large data. Moreover, a data pre-processing technique is also
necessary as varying sensors often come with different data modalities [130] [131].
Even with a good set of encoded features, there is still another challenge that re-
mains for an end-to-end model that is the controller module can be stuck with a
certain behavior due to its learning experience from limited driving records. There-
fore, more decision-makers may be needed to translate extracted information into a
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FIGURE 4.1: The process flow inside DeepIPC.

DeepIPC takes a set of input data provided by RGBD camera, GNSS receiver, and
speedometer to perceive the environment and drive the ego vehicle. A more detailed net-
work architecture can be seen on Fig. 4.2.

different aspect of driving control [132] [133]. Furthermore, the imbalance of learn-
ing during the training process could be another issue since the solution for both
perception and control tasks is learned simultaneously. Hence, a method to balance
the training signal is also necessary to ensure that all tasks are learned at the same
pace [134] [135].

To answer those challenges, we propose an end-to-end deep multi-task learn-
ing model namely DeepIPC, which stands for Deeply Integrated Perception and
Control as illustrated in Fig. 4.1. This model is made of two main modules, the
perception module (blue) and the controller module (green) that are deeply con-
nected inside the network architecture. As the main input for its perception mod-
ule, DeepIPC takes RGB images and depth maps of the front view. Thanks to the
rapid development of sensor devices, both observation data can be provided with
a single RGBD camera so that there is no need to mount more sensors on the ego
vehicle [136] [137] [138] [139]. Besides that, RGB images and depth maps also have
similar dimensions and representations so that both data can be processed easily.
Meanwhile, the controller module is responsible for decoding the extracted features
from the perception module along with additional information on route location
and measured speed provided by the GNSS receiver and speedometer. By using
two different agents, more varied navigational controls can be made considering
multiple aspects of driving [140] [141] [142]. Furthermore, we design the model to
only have a small number of neurons or trainable parameters to reduce the compu-
tation load footprint. We consider imitation learning, especially the behavior cloning
technique as it can leverage the use of large-scale datasets to train the model to near-
human standard [143]. Finally, we use an adaptive loss weighting algorithm namely
modified gradient normalization (MGN) to tackle the imbalance learning problem
by weighting the training signal [54]. Therefore, the model can be prevented from
tending to focus only on a single task during the training process.
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4.2 Related Work

We review some related works in the area of end-to-end autonomous driving with
the imitation learning approach. Then, we explain how they inspire our work.

4.2.1 End-to-end Multi-task Model

There are two main advantages of a model to be trained in end-to-end and multi-
task learning manners. With an end-to-end learning fashion, there are no additional
settings needed to integrate all submodules so that such kinds of information loss
and human error can be avoided. Then, with a multi-task learning (MTL) strat-
egy, the model can leverage shared features to speed up the training process. In
the field of autonomous driving research, Ishihara et al. [71] have demonstrated
the usefulness of training a model in end-to-end and multi-task manners. Similar
to CILRS [144] (conditional imitation learning with ResNet [145] and speed input)
model, their model takes front RGB image, speed measurement, and discrete high-
level navigational command to predict the level of steering, throttle, and brake used
to drive the vehicle. In addition, the MTL approach to depth estimation, semantic
segmentation, and traffic light state prediction is used to improve the quality of ex-
tracted features in the perception module. With better features, the controller mod-
ule is expected to be better at determining navigational controls. A similar imitation
learning-based approach has been studied by Chen et al. [146] where the same set
of inputs is used to drive the vehicle. However, instead of using discrete high-level
navigational commands directly, the model produces a set of waypoints used by two
PID controllers to drive the vehicle.

For our work, we take the idea of performing multiple perception tasks of seman-
tic segmentation and traffic light state prediction as extra supervision demonstrated
by Ishihara et al. [71] to guide the perception module in producing better features
for the controller module. However, instead of performing depth estimation, we
use a depth map provided by the RGBD camera as an input to the model which
opens the possibility of sensor fusion strategy in performing better scene under-
standing [48] [131] [53]. Another issue that needs to be addressed in the multi-task
learning approach is the imbalanced learning problem where the model may tend
to focus on a certain task only [94] [134] [135]. To address this issue, we use an
adaptive learning algorithm called modified gradient normalization to ensure that
all tasks are learned at the same pace [54].

4.2.2 Sensor Fusion Strategy

By using the sensor fusion technique, a model can have a better scene understanding
as it opens plenty of possibilities to perceive the environment in multiple kinds of
representation. In the field of autonomous driving research, Huang et al. [86] have
proposed a sensor fusion-based model that takes an RGB image and depth map to
capture a deeper global context in front of the vehicle. Both inputs are fused at an
early stage to form low-dimensional latent features. The extracted features are pro-
cessed by the controller module to determine a set of actions. Similar to Ishihara
et al. [71] and Chen et al. [146], this approach also uses navigational commands to
drive the vehicle. The sensor fusion technique also opens the possibility of perceiv-
ing the environment from a different perspective. Prakash et al. [80] has developed
a sensor fusion-based model that takes an RGB image and pre-processed LiDAR
point clouds. The RGB image contains information on the front-view perspective
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while the LiDAR contains information on the top-view or bird’s eye view (BEV)
perspective. By fusing both features, the model can perform a better scene under-
standing [81] [147]. Moreover, unlike most current works, this model does not use
high-level navigational commands to drive, instead, it takes sparse GNSS location
of predefined routes provided by a global planner.

For our work, we also use a combination of an RGB image and a depth map pro-
vided by a single RGBD camera. However, instead of extracting depth features at
the early stage, we project the depth map and perform semantic depth cloud (SDC)
mapping with a BEV perspective. Therefore, the model can take advantage of per-
ceiving the environment from the top-view perspective [80] [81] [147]. Moreover,
since the SDC map stores semantic information, the model will have a better under-
standing as the occupied or traversable regions become clearer than pre-processed
LiDAR point clouds which only contain height information. We also consider using
a sequence of routes instead of high-level navigational commands as it makes more
sense for driving an autonomous vehicle in real-world conditions [148] [149] [150].

4.3 Methodology

In this section, we describe the details of the network architecture of DeepIPC that
acts as a pilot for driving an ego vehicle autonomously. Then, we explain the data
generation process and data representation. Furthermore, we also define the train-
ing configuration including the formulation of the loss function.

4.3.1 Proposed Model

As shown in Fig. 4.2, DeepIPC is composed of two main modules, the perception
module (blue) and the controller module (green). Concisely, the perception module
is responsible for complex scene understanding and providing useful information to
the control module. Specifically, the perception module performs semantic segmen-
tation, semantic depth cloud (SDC) mapping in a bird’s eye view (BEV) perspective,
traffic light state prediction, and stop sign prediction. Then, the controller module
leverages the given information in the form of encoded features together with ad-
ditional inputs of current speed measurement and the GNSS location of the route.
This module provides waypoints and navigational controls as the final outputs.

Perception Module

The perception module takes an RGB image and depth map provided by a single
RGBD camera as the main inputs. We consider a region of interest (ROI) of 256× 256
at the center for a fair comparison with other models (see Section 4.5 for more de-
tails). Another purpose is to eliminate the distortion at the corner that causes RGB
images and depth maps to have a different appearance. As shown in Fig. 4.2, we
begin the perception phase with ImageNet normalization on the RGB image since
we use EfficientNet version B3 [151] pre-trained on ImageNet [152] as the RGB en-
coder. EfficientNet is chosen as it can perform excellently on many vision-related
tasks with a small number of parameters. Then, the extracted feature maps are
learned by the segmentation decoder to perform semantic segmentation in 23 dif-
ferent classes mentioned in Table 4.1. The decoder is made of multiple convolution
blocks (2×(3× 3 convolution + batch normalization [116] + ReLU [117]) + bilinear
interpolation) and a final pointwise 1× 1 convolution with sigmoid activation. It
is also enhanced with different scales of extracted feature maps from the encoder
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The light-colored items are not trainable. Blue-colored items are considered as the percep-
tion module while green-colored items are the controller module. The process inside the
dashed green line box is looped over three times. Meanwhile, items inside the dashed red
line box are only used for driving. Therefore, the model predicts waypoints and estimates
the level of steering, throttle, and brake separately during the training process. Inside the se-
mantic depth cloud, the route is represented with a white hollow circle, while the waypoints
are represented with small white circles.
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FIGURE 4.3: Semantic depth cloud mapping.

Each layer holds one unique class mentioned in Table 4.1.

connected with some skip connections [53] [153]. In addition, we also create a sep-
arate module consisting of a global average pooling layer, linear layer, and ReLU to
specifically predict the traffic light state and stop sign. Although both tasks can be
considered classification problems, we choose ReLU rather than sigmoid since we
want to avoid information loss as the prediction outputs will be encoded later in the
controller module for extra supervision.

In addition to the front-view perspective, the scene understanding capability
can be improved further by providing more information from the BEV perspective.
Thus, the agent can have a better capability in estimating the traversable regions.
Hence, we perform semantic depth cloud (SDC) mapping using segmentation pre-
diction and depth map as shown in Fig. 4.3. However, we ignore the height informa-
tion (y-axis) as we consider the BEV perspective which relies on the x-axis and z-axis
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(given by depth map). Therefore, if there are multiple object classes corresponding
to one point on the 2D plane, then the object that has the highest location is selected.
The SDC mapping process can be summarized as follows.

• Define the distance range of 64 meters to the front and 32 meters to the left and
right forming a coverage area of 64× 64 square meters. This means that the
ego vehicle is always positioned at the bottom center. Then, define the spatial
dimension of the SDC tensor H ×W = 256× 256, so that one element is equal
to an area of 25× 25 square centimeters.

• Get segmentation tensor S , depth tensor D, transformation matrix for x-axis
Tx (formed with camera parameter fx and ROI size of 256× 256).

• Compute x-axis (Px) and z-axis (Pz) coordinates and normalize them to match
the spatial dimension of the SDC tensor with (4.1) and (4.2).

Px =

⌊
(D × Tx + 32)

64
× 255

⌉
, (4.1)

Pz =

⌊(
1− D

64

)
× 255

⌉
, (4.2)

Keep in mind that the tensor index starts from 0, hence, we use 255 instead of
256. Unlike the standard cartesian coordinate system, any of (x,0) coordinates
are located at the top of the 2D plane. Thus, we do mirroring and shifting
(1− D64 ) on Pz computation.

• Project every element containing a certain semantic class in S to a 256× 256
matrix based on Px and Pz.

• Finally, apply one-hot encoding to obtain SDC tensor R ∈ {0, 1}23×256×256,
where 23 is the channel representing the number of classes and 256× 256 is
the spatial dimension.

With this representation, DeepIPC can perceive better to drive the ego vehicle
safely in the environment. We use a smaller variant of EfficientNet named B1 [151]
for the SDC encoder. There is no need to use the same or even a bigger variant
than the RGB encoder as the SDC already contains distinctive information. Since
the SDC contains 23 layers of semantic segmentation classes, we modify the first
convolutional layer to receive a tensor with 23 channels. Then, the entire encoder is
initialized with Kaiming initialization [120] to catch up with the RGB encoder during
the training process. Finally, both RGB and SDC features are concatenated to form
a tensor with the size of C× H ×W = (1536 + 1280)× 8× 8, where 1536 and 1280
are the number of channels in RGB and SDC features, respectively. To be noted, the
RGB features have more channels than SDC features as it is extracted with a bigger
EfficientNet variant. Meanwhile, the spatial dimension of 8× 8 is a result of multiple
downsampling through the EfficientNet architecture.

Controller Module

The controller module is used to decode concatenated RGB and SDC features given
by the perception module. We begin the control phase by employing a fusion block
composed of a point-wise (1× 1) convolution layer, global average pooling layer,
and linear layer to process the features. The point-wise convolution layer is used
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to fuse and learn the relation of each feature element along the channel axis and
results in a smaller feature tensor with a size of C× H×W = 384× 8× 8. Then, the
global average pooling layer is used to obtain the global context by averaging 8× 8
array on each channel. Meanwhile, the linear layer is used to reduce the number of
feature elements from 384 to 232, so that the upcoming layers do not need to process
an enormous number of neurons to save computational load.

We use a gated recurrent unit (GRU) introduced by Cho et al. [83] to further pro-
cess the features from the fusion block. In the network architecture, GRU is chosen
as the model needs to keep relevant information for the waypoints prediction that
relies on the previous prediction stored in the GRU memory. Moreover, GRU has
been proven to be able to eliminate the vanishing gradient problem in a standard
recurrent neural network (RNN) using so-called update and reset gates. Besides
that, GRU has a better performance-cost ratio than the other RNN layers as it can be
trained faster [154]. Since there are three waypoints that will be predicted, the pro-
cess inside the dashed green line box on Fig. 4.2 is looped over three times during
the forward pass. In the first loop, GRU takes the features as an initial hidden state
and uses the current waypoint coordinate in BEV space (local vehicle coordinate),
route location coordinate transformed to BEV space, and current speed (measured
in m/s) as the inputs. To be noted, the initial value for the current waypoint co-
ordinate is the vehicle’s local coordinate which is always at (0,0) positioned at the
bottom-center of the semantic depth cloud (SDC) map. Then, global (xg,yg) to local
(xl ,yl) coordinate transformation can be done with (4.3).[

xl
yl

]
=

[
cos(90 + θv) − sin(90 + θv)
sin(90 + θv) cos(90 + θv)

]T [xg − xvg
yg − yvg

]
(4.3)

The relative distance is the gap between the route’s global coordinate (xg,yg) and
the vehicle’s global coordinate (xvg,yvg). We use 90 + θv (vehicle rotation degree) in
the rotation matrix since the GNSS compass is oriented to the north. Then, the next
hidden state coming from the GRU is biased by the prediction of the traffic light state
and stop sign which is encoded by a linear layer and added through element-wise
summation. For waypoints prediction, we use a linear layer to decode the biased
hidden state into ∆x and ∆y. Then, the next waypoint can be obtained with (4.4).

xi+1, yi+1 = (xi + ∆x), (yi + ∆y), (4.4)

where i is the current step in the loop process (dashed green line box). On the next
loop, the current hidden state (before biased by traffic light state and stop sign) is
taken by the GRU to predict the next hidden state with the first waypoint replacing
the vehicle’s local coordinate (0,0) as the input (along with the same route location
and speed measurement). At the end of the looping process, there will be three pre-
dicted waypoints and a latent space biased by traffic light state and stop sign predic-
tion. As shown in Fig. 4.2, we use two agents that act as the final decision-makers.
The first agent is a multi-layer perceptron (MLP) network composed of two linear
layers and a ReLU that decodes the latent space into a set of navigational controls
in a normalized range of 0 to 1 (see Subsection 4.3.2 for more details). The second
agent is two PID controllers (lateral and longitudinal) that compute the predicted
waypoints along with the current speed into a set of navigational controls as sum-
marized in Algorithm 4.1. We set Kp, Ki, Kd parameters for each PID controller as
the same as Chen et al. [146] and Prakash et al. [80]. Each agent computes diverse
levels of steering, throttle, and brake. Then, the final control actions that actually
drive the ego vehicle are made by a control policy defined in Algorithm 4.2.
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Algorithm 4.1: PID agent

Θ = ωρ1+ωρ2
2 ; θ = tan−1 (Θ[1]

Θ[0]

)
; γ = 2× ||ωρ1 −ωρ2||F

PID steering = Lateral PID(θ)
PID throttle = Longitudinal PID(γ− ν)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
θ: heading angle based on first and second waypoints, ωρ1 ωρ2
γ: desired speed, 2 × Frobenius norm between ωρ1 and ωρ2
ν: current speed measured by speedometer

Algorithm 4.2: Control Policy

if MLP throttle ≥ 0.2 and PID throttle ≥ 0.2 then
steering = β00MLP steering + β10PID steering
throttle = β01MLP throttle + β11PID throttle
brake = 0

else if MLP throttle ≥ 0.2 and PID throttle < 0.2 then
steering = MLP steering; throttle = MLP throttle; brake = 0

else if MLP throttle < 0.2 and PID throttle ≥ 0.2 then
steering = PID steering; throttle = PID throttle; brake = 0

else
steering = 0; throttle = 0; PID brake = 1
brake = β02MLP brake + β12PID brake. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

β ∈ {0, ..., 1}2×3 is a set of control weights initialized with:
β00 = α4

α4+α7
; β10 = 1− β00; β01 = α5

α5+α7
; β11 = 1− β01; β02 = α6

α6+α7
; β12 = 1− β02

where α4, α5, α6, α7 are loss weights for steering, throttle, brake, and waypoints which
are tuned by the MGN algorithm [54] (see Subsection 4.3.3)

There are two reasons why we predict three waypoints even though only two of
them are used by the PID agent. First, the last waypoint prediction ensures that the
final hidden state contains the information of the second waypoint which is being
used by the GRU as its input. Therefore, it makes the MLP agent act based on the
same information as provided to the PID agent. Second, by predicting an extra way-
point, neurons in the GRU and the waypoint prediction layer can have more learning
experiences. As described in Algorithm 4.2, to make DeepIPC becomes more cau-
tious in driving the ego vehicle, we only consider full brake and set the minimum
active threshold for the throttle level to 0.2 for each agent.

4.3.2 Behavior Cloning

We consider imitation learning, especially behavior cloning where the goal is to learn
a policy π by mimicking the behavior of an expert with a policy π∗ [44] [143]. We
define the policy as a mapping function that maps inputs to waypoints, steering,
throttle, and brake levels which can be approximated with a supervised learning
paradigm. Therefore, we use CARLA simulator [123] to generate a dataset for train-
ing and validation. As described in Table 4.1, we use all available maps and weather
presets to create a more varying simulation environment. We also spawn non-player
characters (NPC) to mimic real-world conditions. In generating the dataset, an ego
vehicle driven by an expert with privileged information is rolled out to retrieve a
set of data for every 500ms. One set of data consists of an RGB image and depth
map along with semantic segmentation ground truth and the corresponding expert
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TABLE 4.1: Data Generation Setting

Maps All CARLA Towns

Route sets* Long (1000-2000m), short (100-500m), and
tiny (one turn or one go-straight)

Weather presets Clear noon, clear sunset, cloudy noon, cloudy sun-
set, wet noon, wet sunset, mid rainy noon, mid
rainy sunset, wet cloudy noon, wet cloudy sunset,
hard rain noon, hard rain sunset, soft rain noon,
soft rain sunset

Non-player characters Other vehicles and pedestrians

Object classes Unlabeled, building, fence, other, pedestrian, pole,
road lane, road, sidewalk, vegetation, other ve-
hicles, wall, traffic sign, sky, ground, bridge, rail
track, guard rail, traffic light, static object, dynamic
object, water, terrain

CARLA version 0.9.10.1

*The number of routes in long, short, and tiny route sets is different in each town due to
varying map complexity and characteristic.

trajectory, speed measurement, and navigational controls. The trajectory is defined
by a set of 2D waypoints transformed in the local vehicle coordinate, while the nav-
igational control is the record of the level of steering, throttle, and brake at the time.
For comparison purposes, we also gather LiDAR point clouds which are needed by
other models. Following the configuration used by Prakash et al. [80], we give the
expert a set of predefined routes to follow in driving the ego vehicle. Each route is
defined with a sequence of GNSS coordinates provided by the global planner and
high-level navigational command (e.g., turn left, turn right, follow the lane, etc.).
There are three kinds of route sets namely long, short, and tiny. In the long routes
set, the expert must drive for 1000-2000 meters comprising around 10 intersections
for each. In the short routes set, the expert must drive for 100-500 meters comprising
three intersections for each. In the tiny routes set, the expert must complete one turn
or one go-straight in an intersection or turn. To be noted, the number of routes for
each kind of route set is different in each CARLA town depending on the map topog-
raphy, road length, and other characteristics. Town01 to Town06 have all kinds of
route sets, while Town07 and Town10 only have short and tiny route sets. We create
two datasets, one for clear noon-only evaluation and one for all-weather evaluation
(see Subsection 4.4.1 for more details).

Each generated dataset is expressed as D = {(Xi, Yi)}J
i=1 where J is the size of

the dataset. X is considered as a set of inputs composed of RGB image, depth map,
LiDAR point clouds, speed measurement, GNSS locations, and high-level naviga-
tional command at a time. To be noted, DeepIPC does not take LiDAR point clouds
and high-level navigational command to drive the ego vehicle. Meanwhile, Y is
considered as a set of outputs composed of semantic segmentation ground truth,
waypoints, and the record of navigational controls at the time together with the
state of traffic light and stop sign appearance for additional supervision. Originally,
RGB image and depth map are retrieved at a resolution of 300× 400 then cropped
to 256× 256 for some reasons described in Subsection 4.3.1. Thus, both RGB image
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and depth map are represented as R ∈ {0, ..., 255}3×256×256 which is the set of 8-bit
values in a form of RGB channel (C)× height (H)×width (W). Then, the true depth
value for each pixel i in the depth map can be decoded with (4.5).

Rdec
i =

Ri + 256Gi + 2562Bi

2563 − 1
× 1000, (4.5)

where Rdec
i is the decoded true depth of pixel i, (Ri, Gi, Bi) are stored 8-bit value of

pixel i, 256 is the highest decimal value of 8-bit, and 1000 is the actual depth range
of RGBD camera in meters. Meanwhile, LiDAR point clouds are converted into a
2-bin histogram over a 2D BEV image R2×256×256 representing the point above and
on/below the ground plane [80] [81] [147]. Then, segmentation ground truth is rep-
resented as R ∈ {0, 1}23×256×256 where 23 is the number of classes mentioned in
Table 4.1 with 0 if the pixel does not belong to any class and 1 if the pixel belongs to
a class. Then, the waypoints are represented in BEV space with {ωρi = (xi, yi)}3

i=1.
Keep in mind that the center (0,0) of the BEV space (local vehicle coordinate) is on the
ego vehicle itself positioned at the bottom center. The model estimates the naviga-
tional controls in a normalized range of 0 to 1, then they will be denormalized to their
original value with steering ∈ {−1, ..., 1}, throttle ∈ {0, ..., 0.75}, and brake ∈ {0, 1}.
For the traffic light state and stop sign prediction, we set 1 if a red light/stop sign ap-
peared, otherwise, they are 0. Meanwhile, speed measurement (in m/s) and GNSS
locations are sparse, and high-level navigational commands are one-hot encoded.

4.3.3 Training Configuration

To learn multiple tasks simultaneously, several loss functions need to be defined
first. For the semantic segmentation loss function (LSEG), we use a combination of
binary cross-entropy and dice loss that can be calculated with (4.6). With this formu-
lation, we can obtain the advantage of distribution-based and region-based losses at
the same time [54] [153]. Giving extra loss criteria to the semantic segmentation task
is necessary as the rest of the network architecture depends on it.

LSEG =

(
1
N

N

∑
i=1

yilog(ŷi) + (1− yi)log(1− ŷi)

)
+

(
1− 2|ŷ ∩ y|
|ŷ|+ |y|

)
, (4.6)

where N is the number of pixel elements at the output layer of the semantic seg-
mentation decoder. Then, yi and ŷi are the value of ith element of the ground truth
y and prediction ŷ respectively. Meanwhile, we use a simple L1 loss as formulated
in (4.7) for the other tasks: traffic light state loss (LTL), stop sign loss (LSS), steering
loss (LST), throttle loss (LTH), brake loss (LBR), and waypoints loss (LWP).

L{TL,SS,ST,TH,BR,WP} = |ŷ− y| (4.7)

To be noted, only LWP needs to be averaged as there are three predicted way-
points. As explained in Subsection 4.3.1, DeepIPC outputs ∆x and ∆y instead the
exact x,y-coordinate location. Thus, the waypoints need to be calculated first with
(4.4) before computing the loss. Meanwhile, the prediction of navigational controls
(steering, throttle, brake) needs to be denormalized first as described in Subsection
4.3.2. Finally, the total loss that covers all penalization can be calculated with (4.8).

LTOTAL = α1LSEG + α2LTL + α3LSS + α4LST + α5LTH + α6LBR + α7LWP, (4.8)
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where α1,..,7 is the loss weight for each task. We use an adaptive loss weighting algo-
rithm called modified gradient normalization (MGN) to tune the loss weights adap-
tively for each training epoch [54]. For a multi-task model, balancing task learning
by modifying the gradient signal is necessary to prevent imbalance problems where
the model tends to focus on a certain task only. We use Adam optimizer with de-
coupled weight decay of 0.001 to train DeepIPC until convergence [155] [127]. The
initial learning rate is set to 0.0001 and reduced gradually by half if there is no drop
on validation LTOTAL in 3 epochs in a row. Additionally, the training will be stopped
if there is no improvement in 15 epochs in a row to prevent unnecessary computa-
tional costs. We implement DeepIPC with PyTorch framework [122] and train it on
NVIDIA GeForce RTX 3090 with a batch size of 20. The training log and the loss
weighting behavior are explained in Appendix A.1.

4.4 Experiment Setup

In this section, we define the task and explain several scenarios for evaluations.
Then, we explain some metrics used to measure model performance including other
models and their variants for conducting ablation and comparative studies.

4.4.1 Task and Scenario

We consider the point-to-point navigation task where an autopilot model is obli-
gated to drive an ego vehicle following a set of predefined routes and traffic regu-
lations. Following standard CARLA protocol, the routes are defined in the form of
sparse GNSS locations given by the global planner. The model drivability is evalu-
ated in a variety of areas with different characteristics (e.g., urban, rural, highway,
etc.) and various kinds of weather conditions. The main goal is to complete the
routes while safely reacting to any events whether in normal or adversarial situa-
tions. For example, the model must avoid a collision with a pedestrian that suddenly
crosses the street, or with another vehicle when there is a double green light error at
an intersection. To achieve convincing evidence, we consider several scenarios for
the experiments as follows.

• 1W-N: Clear noon-only with normal situations. In this scenario, we train the
model on all available maps and route sets excluding Town05 short and tiny
sets which are used for validation, and leave the Town05 long set (10 long
routes) for evaluation purposes. Town05 is chosen as it is large and has com-
plex characteristics. During the evaluation, all Non-Player Characters (NPC)
behave normally following the traffic rules. We run the experiment three times
and calculate the average performance and its standard deviation. The model
is expected to be able to drive the ego vehicle properly by not violating traffic
regulations or any other kind of infraction.

• 1W-A: Clear noon-only with adversarial situations. This scenario is similar to
1W-N, however, the NPC is behaving abnormally which can cause collisions
(e.g., the pedestrian or bicyclist is crossing the street suddenly). Intentionally,
we also make the traffic light manager create a state where double green lights
appear at an intersection. Thus, the ego vehicle may collide with another ve-
hicle coming from a different path. The purpose of this condition is to mimic
the event of an ambulance or firefighter truck skipping the traffic light due to
emergency situations. Besides driving the ego vehicle properly, the model is
expected to be able to safely react and avoid collisions.
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• AW-N: All weathers with normal situations. This scenario is similar to 1W-
N, however, the model is trained and validated with the dataset in which the
weather is changed dynamically. Then, the model is evaluated on Town05 long
set one time for each weather preset mentioned in Table 4.1. Thus, we calculate
the average and standard deviation of model performance over fourteen times
running as there are fourteen weather presets. The model is expected to be
able to adapt to various conditions.

• AW-A: All weathers with adversarial situations. This scenario is similar to AW-
N but with adversarial situations as described in 1W-A. This is the hardest
scenario in our experiments where model performance is justified based on
the robustness against various weather conditions and the ability to respond
to adversarial situations.

4.4.2 Performance Evaluation

In the evaluation process, there are several metrics used to justify model perfor-
mance in some aspects of driving. Following the CARLA leaderboard evaluation
setting (https://leaderboard.carla.org), we use the driving score (DS) as the main
metric where the higher the driving score means the better the model. The driving
score can be computed with (4.9).

DS =
1

Nr

Nr

∑
i=1

RCi IPi (4.9)

The DS for the ith route (DSi) is a simple multiplication between the percentage
of route completion of route i (RCi) and the infraction penalty of route i (IPi). Then,
the final driving score can be calculated by averaging over Nr, the number of routes
in the route set. RCi can be simply obtained by dividing the completed distance of
route i by the total length of route i. However, if the ego vehicle drives offroad (e.g.,
drives on the sidewalk), then the path where the ego vehicle drives offroad is not
counted and yields a reduced RCi. Meanwhile, IPi can be computed with (4.10).

IPi =
M

∏
j
(pj

i)
#infractionsj , (4.10)

where M is the set of infraction types considered for the evaluation process. The IPi
for each model starts with an ideal base score of 1.0 and is reduced if an infraction is
committed. Ordered by its severity, we consider the following types of infraction M
and penalty values pj as described in the CARLA leaderboard website.

• Collision with pedestrians: 0.50

• Collision with other vehicles: 0.60

• Collision with others (static elements): 0.65

• Red light violation: 0.70

• Stop sign violation: 0.80

The final RC and IP scores can be obtained by averaging over Nr similar to the
final DS calculation. To save computation costs, the evaluation process on route i will
be stopped if the ego vehicle deviates more than 30 meters from the assigned route

https://leaderboard.carla.org
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TABLE 4.2: Model Specification

Model Total Parameters↓ GPU Usage ↓ Model Size ↓ Input/Sensor

CILRS 12693331 2143 MB 50.871 MB RGB camera, speedometer, high-level command
AIM 21470722 2217 MB 86.033 MB RGB camera, GNSS, speedometer
LF 32644098 2303 MB 130.808 MB RGB camera, LiDAR, GNSS, speedometer
GF 40919554 2367 MB 163.944 MB RGB camera, LiDAR, GNSS, speedometer
TF 66293634 2553 MB 265.617 MB RGB camera, LiDAR, GNSS, speedometer
DeepIPC 20985934 2197 MB 84.984 MB RGBD camera, GNSS, speedometer

GPU memory usage is measured by NVIDIA GeForce RTX 3090 driver while the model
size is measured based on Ubuntu 20 system. We assume that models with fewer trainable
parameters (number of neurons) and less GPU utilization will inference faster. We cannot
compute the inference speed fairly since we run multiple parallel experiments at the same
time so the GPU computation performance becomes very fluctuating. CILRS: Conditional
Imitation Learning-based model [144] (R: using ResNet [145], S: with Speed input), AIM:
Auto-regressive IMage-based model [80], LF: Late Fusion-based model [80], GF: Geometric
Fusion-based model [156] [157] [158], TF: TransFuser model [80].

or does not take any actions for 180 seconds. Thus, it will affect the performance
calculation, yielding a low RCi. Then, the evaluation process continues to the next
route for further performance calculation.

As mentioned in Subsection 4.4.1, we evaluate the model in several scenarios to
understand multiple aspects of driving. Furthermore, for a comparative study, we
pick CILRS [144] (Conditional Imitation Learning using ResNet [145] and Speed in-
put) as the representative of a model that needs high-level navigational commands
to drive the ego vehicle. Then, we replicate several models developed by Prakash et
al. [80] as the representative of a model that does not need high-level navigational
commands to drive the ego vehicle. To be more detailed, we replicate four models
namely AIM (Auto-regressive IMage), LF (Late Fusion), GF (Geometric Fusion), and
TF (TransFuser). These models have the same module that is responsible for de-
termining navigational controls, however, their perception modules are completely
different from one another. AIM only uses an RGB camera as the main source of in-
formation for its perception module. Meanwhile, the other models combine a front
RGB camera and LiDAR sensor but with different fusion strategies. TF uses trans-
formers to learn the relationship between two unique features. GF uses geometric
transformation inspired by Liang et al. [156] [157] [158] for fusing the extracted fea-
tures. Meanwhile, LF only uses element summation to fuse both features and let the
next layer learn its correlation. To ensure that the comparison is conducted fairly,
we use the same camera settings for all models and consider an ROI of 256× 256
described in Prakash et al.’s works [80]. The model specification details can be seen
in Table 4.2 in which DeepIPC has the second smallest number of parameters. Fur-
thermore, we conduct an ablation study by modifying the architecture of DeepIPC
and changing the control policy to understand their contribution.

To reflect the intuitive performance on each task independently, we also conduct
an inference test on the expert driving data and do a comparative study with some
recent task-specific models. We compare DeepIPC with CILRS for the navigational
controls estimation task. Then, we compare DeepIPC against AIM, LF, GF, and TF for
the waypoints prediction task. Meanwhile, for semantic segmentation comparison,
we train and evaluate the DeepLabV3+ segmentation model [159] with ResNet101
backbone [145] pre-trained on ImageNet [152]. Finally, for the performance compar-
ison of traffic light state and stop sign prediction, we train and evaluate a classifier
model based on Efficient Net B7 [151] pre-trained on ImageNet [152].
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TABLE 4.3: Driving Performance Score for Comparative Study

Scenario Model DS↑ RC↑ IP↑ Collision↓ Violation↓
Offroad↓

Pedestrian Vehicle Others Red Stop

CILRS 8.291 ± 0.571 11.149 0.819 0.000 1.060 0.019 0.207 0.000 1.042
AIM 41.191 ± 1.047 92.794 0.456 0.000 0.043 0.004 0.108 0.088 0.014

Normal LF 42.770 ± 2.334 73.836 0.457 0.000 0.032 0.004 0.043 0.072 0.055
Clear Noon GF 37.320 ± 7.150 82.592 0.480 0.000 0.056 0.000 0.089 0.123 0.052
(1W-N)† TF 35.273 ± 1.115 57.680 0.710 0.000 0.020 0.000 0.097 0.037 0.085

DeepIPC 48.428 ± 1.467 84.270 0.625 0.000 0.038 0.000 0.048 0.075 0.011

Expert 73.553 ± 5.086 100.000 0.735 0.000 0.051 0.000 0.019 0.000 0.000

CILRS 8.261 ± 0.924 13.237 0.657 0.119 0.512 0.095 0.258 0.000 1.012
AIM 25.541 ± 2.257 79.141 0.412 0.018 0.113 0.005 0.175 0.041 0.081

Adversarial LF 35.310 ± 2.510 58.744 0.658 0.012 0.049 0.000 0.102 0.018 0.031
Clear Noon GF 32.423 ± 1.042 65.291 0.602 0.012 0.148 0.000 0.049 0.023 0.094
(1W-A)† TF 24.740 ± 0.948 37.921 0.788 0.016 0.074 0.008 0.121 0.008 0.101

DeepIPC 35.982 ± 2.105 76.189 0.476 0.034 0.062 0.000 0.214 0.020 0.014

Expert 41.579 ± 1.576 68.225 0.696 0.000 0.086 0.000 0.081 0.000 0.000

CILRS 7.376 ± 0.996 9.569 0.869 0.000 0.849 0.020 0.071 0.000 0.964
AIM 39.613 ± 3.644 84.467 0.542 0.000 0.022 0.018 0.090 0.076 0.030

Normal LF 36.890 ± 7.067 48.747 0.805 0.000 0.063 0.001 0.023 0.050 0.041
All Weathers GF 20.446 ± 5.281 29.616 0.831 0.000 0.051 0.000 0.079 0.022 0.063
(AW-N)* TF 16.672 ± 4.175 26.425 0.843 0.000 0.011 0.014 0.082 0.010 0.427

DeepIPC 47.133 ± 5.276 77.427 0.653 0.000 0.069 0.021 0.031 0.056 0.080

Expert 75.815 ± 5.045 100.000 0.758 0.000 0.058 0.000 0.012 0.000 0.000

CILRS 5.234 ± 0.869 8.663 0.778 0.119 0.039 0.148 0.357 0.000 1.049
AIM 30.207 ± 5.857 76.399 0.471 0.013 0.066 0.028 0.147 0.041 0.047

Adversarial LF 22.592 ± 7.039 32.525 0.808 0.371 0.088 0.010 0.050 0.021 0.069
All Weathers GF 14.799 ± 3.860 20.113 0.865 0.007 0.120 0.007 0.036 0.008 0.069
(AW-A)* TF 11.167 ± 2.434 20.965 0.808 0.003 0.054 0.033 0.124 0.011 0.273

DeepIPC 31.055 ± 2.700 64.132 0.531 0.031 0.128 0.049 0.106 0.022 0.134

Expert 39.475 ± 6.792 71.474 0.643 0.002 0.108 0.001 0.078 0.000 0.000

The best performance is defined by the highest driving score (DS) in each scenario. CILRS:
Conditional Imitation Learning-based model [144] (R: using ResNet [145], S: with Speed
input), AIM: Auto-regressive IMage-based model [80], LF: Late Fusion-based model [80],
GF: Geometric Fusion-based model [156] [157] [158], TF: TransFuser model [80].
†The result is averaged over three experiment runs.
*The result is averaged over fourteen times of experiment run with one time running for
each weather preset mentioned in Table 4.1.

4.5 Result and Discussion

Be noted, the main evaluation metric used to determine the best model is the driv-
ing score (DS) which is the multiplication of route completion (RC) and infraction
penalty (IP). Keep in mind that having a higher RC or IP does not mean that the
model is better. The model may have a higher RC by disobeying the traffic rules
so it can keep going to achieve further route distance but drive terribly awful. The
model may also have small infraction counts (resulting in higher IP) due to the low
percentage of the completed route where any collisions or traffic violations can hap-
pen if it travels further. Therefore, the most appropriate metric is DS as it combines
both aspects of driving in RC and IP: drive as far as possible with small infractions
as little as possible. As mentioned in Subsection 4.4.1, we calculate the average and
the standard deviation of each model performance over three times of experiments
run in clear noon-only evaluation (1W-N and 1W-A) and over fourteen times exper-
iments run in all weathers evaluation (AW-N and AW-A). The evaluation score can
be seen in Table 4.3. In addition, we add several driving footage on various weather
conditions as shown in Fig. 4.4.
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FIGURE 4.4: Driving footage.

1. Clear noon: DeepIPC manages to stop the ego vehicle as a pedestrian crosses suddenly.
Therefore, the pedestrian does not get hit by the vehicle.
2. Cloudy sunset: Even though there are some vacant spaces in front of the ego vehicle,
DeepIPC tends to stop behind any vehicles shown on the front camera at the intersection as
a result of behavior cloning from the expert driver.
3. Mid rainy noon: DeepIPC reacts properly and avoids collision by doing instant braking
when another vehicle driving ahead due to a double green light error at the intersection
(simulating an ambulance or a firefighter truck rushing for emergency situations).
4. Hard rain sunset: After the traffic light turns green, DeepIPC drives to the right get-
ting close to the given route (white hollow circle inside semantic depth cloud (SDC) map).
However, it drives offroad as the sidewalk is wrongly classified as a road.
5. Wet sunset: DeepIPC drives fast on a highway. Although it cannot segment the road
barrier properly, DeepIPC manages to stay on the lane thanks to the well-segmented road
lane and the information on vacant regions in the SDC map.

4.5.1 Drivability in Normal and Adversarial Situations

Normally, all road users, including pedestrians and other drivers, must obey traffic
regulations so that any kind of accident can be prevented. However, this condition
is nearly impossible in the real world, especially in a crowded urban area where
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plenty of vehicles and pedestrians are moving around. No one can guarantee that
the pedestrian will always walk only on the sidewalk or not cross the street sud-
denly. Moreover, there is also a possibility that the traffic light can err (e.g., double
green light) due to a certain cause. Therefore, we evaluate all models in both normal
situations (where everything is working as it should be) and adversarial situations
(where unexpected events can occur at any time). Specifically, in adversarial situa-
tions, we make abnormal events by spawning some pedestrians to cross the street
suddenly and making the traffic light error when the ego vehicle is approaching.
These events are used to mess up the traffic on purpose to simulate an ambulance
or a firefighter truck rushing for emergency situations. Besides driving the vehicle
properly, the model is expected to be able to react safely and avoid collisions with
pedestrians or other vehicles in these situations.

Based on Table 4.3, DeepIPC has the best drivability by achieving the highest
driving scores (DS) in all scenarios. Moreover, DeepIPC can be said to be more stable
compared to the second-best model, LF, as it achieves a smaller standard deviation
of DS in the clear noon-only evaluation (1W-N and 1W-A). Meanwhile, in all weath-
ers evaluation, DeepIPC stability is comparable to AIM as the standard deviation is
larger in AW-N but smaller in AW-A. This is caused by the variety of weather con-
ditions that challenge the capability of the perception module in extracting stable
features for the controller module. Based on the comparison of DS in normal sit-
uations and adversarial situations, all models suffer from such unexpected events.
The driving scores achieved by each model in 1W-A and AW-A scenarios are lower
than in the 1W-N and AW-N scenarios. The performance drop is as expected due to
abnormalities that occurred during driving. However, even with these adversarial
situations, DeepIPC still manages to achieve the best performance meaning that it
can react properly to prevent such kinds of infractions.

4.5.2 Adaptability to Various Weather Conditions

To evaluate all models further, we also change the weather condition in fourteen
weather presets provided in the CARLA simulator. The purpose of this evaluation
is to check the adaptability of the model when deployed in various conditions. In
the real world, it is obvious that we cannot expect that the weather will always be
sunny where everything is clearly visible. Therefore, conducting adaptability tests
in various weather conditions is necessary. Unlike in the clear noon-only test where
each model runs three times, we run each model only once for each weather. Then,
the average and standard deviation are calculated over fourteen sets of scores as
described in Subsection 4.4.1.

As shown in Table 4.3, all models get their driving score dropped in AW-N and
AW-A scenarios compared to their achievement in 1W-N and 1W-A scenarios. Be-
sides that, most of the models have a larger standard deviation on their scores. How-
ever, DeepIPC still manages to achieve the best performance. The phenomena of
performance drop and less stability mean that performing scene understanding to
perceive the surrounding is much harder in various weather conditions. The only
outlier of this result is the fact that the AIM performance on the adversarial situation
in all weathers evaluation is better than in clear noon-only evaluation where its DS
is getting improved from 25.541 to 30.207. An answer to this phenomenon lies in
the network architecture of AIM. As mentioned in Table 4.2, AIM uses a front RGB
image as the only input for its perception module. Therefore, in various weather
conditions, its capability in extracting informative and stable features can be drasti-
cally improved as the rest of the architecture only relies on it.
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4.5.3 Models Behavior

The CILRS model which takes high-level navigational commands is completely far
behind the other models. The problem with the navigational command-based model
is the imbalance distribution of discrete navigational commands. It is obvious that
the command follow lane or go straight are more than turn left or turn right. As a
result, the model tends to fail to turn properly at the intersection. Judging from its
low percentage of RC, the model cannot drive any further due to a collision with a
pedestrian, another vehicle, or other objects. The model may have failed at the first
or second intersection in the given route.

The AIM model has the highest RC, however, it cannot achieve the highest DS
as it makes many infractions resulting in the lowest IP in all scenarios. The problem
with AIM is it only uses the front RGB image as the only input for its perception
module. The reason AIM can travel further compared to the other models in all
scenarios is due to its less awareness caused by limited information about the sur-
rounding. AIM tends to just keep going and makes a lot of infractions since the
only thing it knows about is the information in front of the ego vehicle. This kind
of driving behavior is resulting in the highest RC but with the smallest IP (many
infractions) in each scenario.

The RGB-LiDAR fusion-based models (LF, GF, and TF) are too careful which
results in smaller RC and higher IP (fewer infractions). During the evaluation pro-
cess, these models tend to wait for another vehicle to make the first move in an
intersection so that they can follow those vehicles. Unlike AIM, these models focus
on capturing the surrounding vehicle situation rather than recognizing the traffic
light state to decide whether to drive the vehicle or not. Therefore, if there are no
other vehicles around, then these models are not going to drive the vehicle any fur-
ther. In this case, these models may have a better understanding of the surrounding
area, however, the extracted features provided by the LiDAR encoder are biasing too
much and affecting its ability to recognize the state of the traffic light which cannot
be captured by LiDAR.

In DeepIPC, the information provided by LiDAR is replaced by the semantic
depth cloud (SDC) mapping function. In addition, we use a specific module to rec-
ognize the traffic light state and the appearance of stop signs that may disappear
during GRU looping. Furthermore, we also use two agents as the decision makers
to create more varying driving options. The first agent is the MLP network that de-
codes the final hidden state given by the GRU. Meanwhile, the second agent is two
PID controllers that translate predicted waypoints into navigational controls. As a
result, DeepIPC can maintain the trade-off between RC and IP which results in the
highest driving score as shown in Table 4.3. Moreover, DeepIPC is more efficient
compared to LF and AIM as it has fewer parameters and smaller GPU memory us-
age as described in Table 4.2.

4.5.4 The Importance of SDC and Multi-agent

We conduct an ablation study on the clear noon-only evaluation by removing the
semantic depth cloud (SDC) mapping function and changing the control policy to
understand how the SDC map and multi-agent can improve DeepIPC performance.

To understand how important SDC mapping is, we train and evaluate a vari-
ant of DeepIPC that does not have this function with the same experiment settings
for a fair comparison. As shown in Table 4.4, the No SDC variant achieves a lower
driving score with a higher standard deviation. This result is as expected since the
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TABLE 4.4: Driving Performance Score for Ablation Study

Scenario Variant DS↑ RC↑ IP↑ Collision↓ Violation↓
Offroad↓

Pedestrian Vehicle Others Red Stop

No SDC 39.579 ± 10.251 63.276 0.715 0.000 0.028 0.022 0.062 0.068 0.029
Proposed 48.428 ± 1.467 84.270 0.625 0.000 0.038 0.000 0.048 0.075 0.011

Normal MLP 43.210 ± 3.689 80.794 0.589 0.000 0.047 0.000 0.078 0.054 0.020
(1W-N) PID 46.351 ± 7.879 65.673 0.761 0.000 0.022 0.000 0.081 0.044 0.034

Both 42.927 ± 9.392 67.373 0.705 0.000 0.026 0.000 0.072 0.037 0.010

Expert 71.440 ± 5.855 100.000 0.714 0.000 0.061 0.000 0.011 0.000 0.000

No SDC 29.624 ± 7.006 56.430 0.606 0.030 0.043 0.006 0.256 0.026 0.013
Proposed 35.982 ± 2.105 76.189 0.476 0.034 0.062 0.000 0.214 0.020 0.014

Adversarial MLP 26.936 ± 3.773 59.178 0.511 0.090 0.109 0.000 0.207 0.015 0.004
(1W-A) PID 32.282 ± 1.899 58.748 0.635 0.004 0.112 0.010 0.181 0.026 0.017

Both 32.396 ± 4.531 58.367 0.622 0.004 0.108 0.000 0.227 0.012 0.028

Expert 41.579 ± 1.576 68.225 0.696 0.000 0.086 0.000 0.081 0.000 0.000

The result is averaged over three times in the experiment. The best performance is defined
by the highest driving score (DS) in each scenario. Proposed: the configuration as described
in Section 4.3, No SDC: there is no SDC map provided so that the controller module only
receives RGB features, MLP: DeepIPC only uses MLP agent on its controller module, PID:
DeepIPC only uses PID agent on its controller module, Both: DeepIPC drives the vehicle if
and only if both MLP and PID throttles are above the threshold of 0.2.

model loses its capability in performing robust scene understanding. Unlike raw
point clouds that only provide the height information, the SDC map holds semantic
information for each class on each layer. With this representation, the model can un-
derstand much useful information easily. Moreover, by doing concatenation rather
than element summation on RGB and SDC features, the fusion block can learn the
relation by itself to prevent information loss.

By default (Proposed variant), DeepIPC uses both MLP and PID agents in driving
the ego vehicle as described in Subsection 4.3.1. DeepIPC will stop the vehicle if and
only if both throttle values are below the threshold of 0.2. If only the MLP agent in
which the throttle value is higher than 0.2, then the vehicle is fully controlled by the
MLP agent, and so does for the PID agent. By using the same network architecture,
we create three more DeepIPC variants namely MLP, PID, and Both. In MLP and
PID variants, the vehicle is controlled by one agent only, MLP or PID. Meanwhile,
the Both variant uses both agents as similar to the Proposed variant. However, this
variant will drive the vehicle if and only if both throttle values are higher than 0.2.
This means that if one of the throttle values is below 0.2, the vehicle will stop.

Based on Table 4.4, the Proposed variant still achieves the best performance com-
pared to the other variants. With more driving options provided by two agents that
represent different aspects of driving, the model can drive the vehicle farther and
make a better trade-off between route completion (RC) percentage and infraction
penalty (IP). In normal situations, the Both variant achieves the lowest score as it is
too careful by considering both decisions made by MLP and PID agents. However,
this carefulness can make the Both variant surpasses the MLP and PID variants in
adversarial situations since being more careful is preferable in handling unexpected
abnormal events such as a pedestrian crosses suddenly. Meanwhile, the MLP vari-
ant achieves the second-best in RC which means that the MLP agent is less aware
compared to the PID agent and results in a lower IP (many infractions). On the other
hand, the PID agent can be said to be better than the MLP agent as it achieves higher
DS. This means that the PID variant is better than the MLP policy in managing the
trade-off between RC and IP.
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4.5.5 Task-wise Evaluation

The purpose of this evaluation is to analyze model performance in handling multi-
ple perception and control tasks simultaneously. Hence, we conduct a comparative
study with some task-specific models to reflect the intuitive performance on each
task independently. In this experiment, we configure all models to perform infer-
ence on the expert’s driving data on the evaluation routes (Town05 long route set) in
four different scenarios (1W-N, 1W-A, AW-N, AW-A) which are completely unseen
in the training and validation datasets used for the imitation learning process. We
consider the expert’s trajectory and navigational controls (steering, throttle, brake)
record along with the segmentation map, traffic light state, and stop sign appearance
provided by CARLA as the ground truth for evaluation.

For metric scoring, we use intersection over union (4.11) to determine the perfor-
mance on the semantic segmentation task.

IoUSEG =
|ŷ ∩ y|
|ŷ ∪ y| , (4.11)

where ŷ and y are the prediction and ground truth respectively. Meanwhile, for the
traffic light state and stop sign predictions, we use a simple accuracy scoring (4.12)
as the metric function.

Acc.{TL,SS} =
TP + TN

TP + TN + FP + FN
, (4.12)

where TP, TN, FP, and FN are the true positive, true negative, false positive, and
false negative predictions made by the model. Then, to justify model performance in
predicting waypoints and navigational controls, we use mean absolute error (MAE)
as the metric function which is the same function used for their loss calculation as
mentioned in Subsection 4.3.3 (known as L1 loss). Similar to Table 4.3, the results
shown in Table 4.5, 4.6, 4.7, and 4.8 are averaged over three inference results for
clear noon-only scenarios (1W-N and 1W-A) and averaged over fourteen inference
results for all weathers scenarios (AW-N and AW-A).

Semantic Segmentation

Based on Table 4.5, it can be said that performing semantic segmentation in vary-
ing weather conditions is harder than in a single weather condition. In the varying
weather scenarios (AW-N and AW-A), both DeepLabV3+ and DeepIPC have lower
IoU scores with larger standard deviations than in the clear noon-only scenarios
(1W-N and 1W-A). This result is in line with the slight degradation of the driving
score shown in Table 4.3 and discussed in Subsection 4.5.2 meaning that perform-
ing prediction in various kinds of weather is more challenging. In all scenarios, it is
expected that DeepLabV3+ has higher IoU scores with a smaller standard deviation
meaning that it has better performance and stability than DeepIPC. However, with
just a small gap difference in IoU score, DeepIPC is still preferable considering the
large number of neurons used in DeepLabV3+ architecture that can cause a huge
computational load.

TL State and Stop Sign Prediction

In the task of traffic light (TL) state and stop sign prediction, DeepIPC has compa-
rable accuracy scores in all scenarios as shown in Table 4.6. Unlike in the semantic
segmentation task, the model only deals with one specific object which is easier to
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TABLE 4.5: Semantic Segmentation Score

Model
IoUSEG ↑

1W-N 1W-A AW-N AW-A

DLV3+ 0.888 ± 0.001 0.885 ± 0.002 0.884 ± 0.003 0.883 ± 0.003
DeepIPC 0.883 ± 0.001 0.880 ± 0.003 0.878 ± 0.004 0.879 ± 0.004

IoUSEG: intersection over union score of semantic segmentation. DLV3+: DeepLabV3+ seg-
mentation model [159] with ResNet101 backbone [145].

TABLE 4.6: TL State and Stop Sign Prediction Score

Scenario Model Acc.TL ↑ Acc.SS ↑

1W-N
ENB7 0.967 ± 0.008 0.995 ± <0.001
DeepIPC 0.986 ± 0.003 0.996 ± <0.001

1W-A
ENB7 0.975 ± 0.004 0.996 ± <0.001
DeepIPC 0.982 ± 0.006 0.996 ± <0.001

AW-N
ENB7 0.980 ± 0.005 0.996 ± <0.001
DeepIPC 0.989 ± 0.004 0.996 ± <0.001

AW-A
ENB7 0.979 ± 0.003 0.996 ± 0.001
DeepIPC 0.979 ± 0.004 0.996 ± 0.001

Acc.TL: accuracy of traffic light (TL) state prediction, Acc.SS: accuracy of stop sign predic-
tion. ENB7: A classifier model based on Efficient Net B7 variant [151].

handle. Moreover, although DeepIPC uses a smaller Efficient Net version (Efficient
Net B3) as its RGB encoder, it manages to be better than a classifier model based
on Efficient Net B7 (the best and the biggest amongst Efficient Net model variants)
almost in all scenarios. DeepIPC only loses in the AW-A scenario where it has a
slightly larger standard deviation in the traffic light state prediction score. Thanks
to the end-to-end and multi-task learning strategy, DeepIPC can receive more super-
vision since its prediction is encoded further and used to bias a certain latent space
for other task predictions.

Waypoints Prediction

As mentioned in Section 4.5, we compare DeepIPC with AIM, LF, GF, and TF in the
waypoints prediction task. These models predict four waypoints, while DeepIPC
only predicts three waypoints. Yet, it is still considered a fair comparison since we
use MAE which averages the error on all predictions. Based on Table 4.7, DeepIPC
has the lowest MAE with the smallest standard deviation compared to the other
models in all scenarios. Thanks to the SDC map which lies on BEV space the same as
where the coordinates of the waypoint are located. This means that the SDC map is
proven to play an important role in giving the model a strong intuition in predicting
waypoints as it provides the information of free and occupied regions clearly in
BEV space. Besides that, performing waypoint prediction in adversarial driving is
harder than in normal driving. In a comparison between the result in 1W-N with
1W-A and AW-N with AW-A, the MAE constantly becomes larger. Furthermore, if
we compare the result in 1W-N with AW-N and 1W-A with AW-A, the MAE also
constantly becomes larger which means that performing waypoints prediction in
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TABLE 4.7: Waypoints Prediction Score

Model
MAEWP ↓

1W-N 1W-A AW-N AW-A

AIM 0.233 ± 0.017 0.326 ± 0.042 0.221 ± 0.015 0.292 ± 0.028
LF 0.209 ± 0.011 0.307 ± 0.039 0.192 ± 0.014 0.294 ± 0.036
GF 0.231 ± 0.010 0.326 ± 0.038 0.196 ± 0.014 0.271 ± 0.025
TF 0.183 ± 0.009 0.286 ± 0.039 0.186 ± 0.009 0.249 ± 0.018
DeepIPC 0.114 ± 0.003 0.166 ± 0.023 0.120 ± 0.006 0.172 ± 0.015

MAEWP: mean absolute error of waypoints prediction. AIM: Auto-regressive IMage-based
model [80], LF: Late Fusion-based model [80], GF: Geometric Fusion-based model [156] [157]
[158], TF: TransFuser model [80].

TABLE 4.8: Navigational Controls Estimation Score

Scenario Model MAEST ↓ MAETH ↓ MAEBR ↓

1W-N
CILRS 0.022 ± 0.002 0.052 ± 0.002 0.053 ± 0.003
DeepIPC 0.025 ± 0.001 0.054 ± 0.001 0.044 ± 0.002

1W-A
CILRS 0.025 ± 0.005 0.097 ± 0.006 0.116 ± 0.011
DeepIPC 0.041 ± 0.008 0.117 ± 0.016 0.126 ± 0.018

AW-N
CILRS 0.024 ± 0.001 0.054 ± 0.008 0.057 ± 0.011
DeepIPC 0.029 ± 0.002 0.069 ± 0.005 0.044 ± 0.005

AW-A
CILRS 0.024 ± 0.003 0.088 ± 0.006 0.102 ± 0.007
DeepIPC 0.035 ± 0.006 0.120 ± 0.009 0.107 ± 0.008

MAEST : mean absolute error of steering prediction, MAETH : mean absolute error of throttle
prediction, MAEBR: mean absolute error of brake prediction. CILRS: Conditional Imitation
Learning-based model [144] (R: using ResNet [145], S: with Speed input).

varying weather is also harder than in one single weather. This result is in line
with the result shown in Table 4.3 and discussed in Subsection 4.5.1 and 4.5.2 where
all models are suffered from adversarial situations and varying weather conditions,
yielding a lower driving score.

Navigational Controls Estimation

Based on Table 4.8, especially in a comparison between the result in 1W-N with 1W-
A and AW-N with AW-A, both CILRS and DeepIPC have larger MAE scores in the
adversarial conditions. This means that both models have inferior performance due
to various unexpected situations such as predicting the navigational controls (steer-
ing, throttle, brake) when a pedestrian crosses the street suddenly. This phenomenon
also appears in the waypoints prediction performance evaluation meaning that ad-
versarial driving is a big challenge for all models, especially on their controller mod-
ule. Furthermore, DeepIPC loses to CILRS where it constantly has a larger MAE, es-
pecially on steering and throttle estimation. This result is as expected since CILRS is
fed with one-hot encoded high-level navigational commands that can boost its confi-
dence in estimating navigational controls level. However, this result is contradictive
to the result shown in Table 4.3 where CILRS cannot perform very well in the driving
task on the CARLA simulator. This is because it only performs inference on a set of
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recorded driving data and has nothing to do with the environment state. Therefore,
each prediction made by the model will not affect the future state of the environment
which critically affects the performance. Moreover, as explained in Subsection 4.2.2,
providing high-level commands is less reliable in real-world autonomous driving as
there is no sensor that can give high-level commands other than the command from
the driver itself. Therefore, although results in a larger MAE, providing GNSS lo-
cations along with global-to-local coordinate transformation is preferable since they
still can give an explicit intuition of navigational commands to the model which is
useful for navigational controls estimation.

4.6 Findings

In this Chapter, we present an end-to-end deep multi-task learning model called
DeepIPC to handle both perception and control tasks simultaneously for an au-
tonomous driving vehicle. We consider point-to-point navigation tasks where the
model is obligated to drive the ego vehicle by following a sequence of routes defined
by the global planner. CARLA simulator is used to simulate a driving environment
with four different scenarios for evaluating the model and understand several as-
pects of driving. A comparative study with some recent models is conducted to
justify the performance. Then, an ablation study is also conducted to understand
the behavior and roles of some modules inside the architecture of DeepIPC. Further-
more, an extensive evaluation with task-wise performance scoring is conducted to
analyze DeepIPC’s capability in handling multiple tasks simultaneously. Based on
the experiment result, we disclosed several findings as follows.

• All models suffer in adversarial situations and various weather conditions (ex-
cept the AIM model in the AW-A scenario).

• DeepIPC achieves the highest driving score (DS) as it can react properly to ab-
normalities thanks to the SDC map that provides stable features to the percep-
tion module. In addition, DeepIPC can maintain the trade-off between route
completion (RC) and infraction penalty (IP) as it understands different aspects
of driving supported by two agents. Moreover, DeepIPC is more efficient as it
has fewer trainable parameters and uses less GPU utilization compared to the
runner-up of each scenario.

• AIM has the highest RC, however, it cannot achieve the highest DS as it makes
many infractions due to its less awareness. Meanwhile, the fusion-based mod-
els are too careful to drive and result in low RC. The LiDAR features give too
much bias so the model loses important information.

• Based on the ablation study, the SDC map and multi-agent are proven to play
important roles in enhancing model drivability as they provide better percep-
tion and more control options.

• Based on the task-wise performance comparison, DeepIPC has better perfor-
mances in waypoint prediction, traffic light state prediction, and stop sign pre-
diction tasks. Although it loses in semantic segmentation and navigational
controls estimation tasks, DeepIPC is still preferable considering its size and
reliability.
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Chapter 5

Vision-based End-to-end
Autonomous Driving

Following the success of DeepIPC (Deeply Integrated Perception and Control) in
driving a vehicle in a simulated environment as discussed in Chapter 4, we continue
to use this model and perform some improvements to make it suitable for driving a
robotic vehicle in real environments. In brief, DeepIPC is an end-to-end autonomous
driving model that handles both perception and control tasks simultaneously. The
model consists of two main parts which are the perception module and the con-
troller module. The perception module takes an RGBD image to perform semantic
segmentation and bird’s eye view (BEV) semantic mapping along with providing
their encoded features. Meanwhile, the controller module processes these features
with the measurement of GNSS locations and angular speed to estimate waypoints
that come with latent features. Then, two different agents are used to translate way-
points and latent features into a set of navigational controls to drive the vehicle. We
modify several parts of DeepIPC to address some real-world implementation chal-
lenges. Unlike in an ideal simulated environment, we have to deal with several
issues such as sensor inaccuracy and noise. We also need to think about the global
coordinate which is completely different from a simulation. The modified model is
evaluated by predicting driving records and performing automated driving under
various conditions in real environments. We define a different evaluation metric
where the best drivability is defined by the lowest driver intervention, not by the
lowest number of collisions. This is necessary to avoid any damage to the robotic
vehicle during evaluation. The experimental results show that DeepIPC achieves
the best drivability and multi-task performance even with fewer parameters com-
pared to the other models.

5.1 Real-world Imitation Learning

In order to achieve end-to-end autonomous driving, one approach is to proceed with
behavior cloning or imitation learning strategies which can be done easily in a su-
pervised learning manner [160] [161]. By using the end-to-end imitation learning
strategy, we can create a single deep learning model to imitate the behavior of an ex-
pert driver in manipulating controls or effectors for handling complicated situations
in the environment [162] [163]. This can be derived from publicly available datasets
or simulated with a simulator to enrich the driving experiences [164] [165]. There-
fore, the model will be able to perform human-like autonomous driving [166] [167].

Imitation learning has been widely used for real-world experiments. To be more
specific in the field of mobile robotics and autonomous vehicles, recent work is pro-
posed by Cai et. al. [168] where a vision-based model is employed for driving a
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FIGURE 5.1: The inputs and outputs of the modified DeepIPC.

DeepIPC perceives the environment by performing semantic segmentation and BEV seman-
tic mapping. At the same time, it also estimates waypoints and navigational controls to drive
the vehicle. The detailed architecture of DeepIPC can be seen in Fig. 5.2.

toy-size autonomous race car in a fixed circuit. This work shows how the imita-
tion learning technique can be used to train a simple model to learn the mapping
function that transforms an RGB image into navigational controls. Not only simple
models, but this technique is also applicable to multi-input multi-output models that
process multiple data. A recent work by Chatty et. al. [169] demonstrates the use
case of imitation learning for cognitive map building used for navigating a mobile
robot. Then, Hoshino et. al. [170] also use the imitation-based end-to-end multi-task
learning technique for motion planning and controlling a mobile robot in a challeng-
ing environment. Another work is proposed by Yan et. al. [171] where an end-to-
end model is used to control a robotic shark. These complex models are supported
with multiple sensors and are used to control several end-effectors. Following the
success of these works in using end-to-end imitation learning for complex multi-
input multi-output models, we also use this approach to train DeepIPC for driv-
ing a robotic vehicle in real environments. However, although this method seems
promising, imitation learning sometimes causes an issue of generalization ability in
unknown environments. To overcome this problem, we employ two control agents
to manipulate the vehicle’s end-effectors. As there are more decision-makers in its
architecture, DeepIPC will be able to consider different aspects of drivability.

5.2 DeepIPC: Deeply Integrated Perception and Control

To deal with the implementation issues, the modified DeepIPC is forced to learn
how to compensate for noise and inaccuracy of sensor measurement implicitly by
mimicking expert behavior to achieve human-like autonomous driving [172] [173].
As shown in Fig. 5.1, the model must be able to safely avoid the obstacles by predict-
ing navigational controls and waypoints correctly in the traversable area although
the given route points (two white circles on the bottom-right image) are not located
accurately in the local coordinate. DeepIPC processes multi-modal data that contain
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FIGURE 5.2: The architecture of the modified DeepIPC.

Blue blocks are considered as part of the perception module, while green blocks are con-
sidered as part of the controller module. Light-colored blocks are not trainable, while the
darker ones are trainable.

several quantities needed to perceive the environment and drive the vehicle in one
forward pass. The perception parts take an RGBD image to perform semantic seg-
mentation and BEV semantic mapping. Simultaneously, the controller parts estimate
waypoints and navigational controls based on the extracted perception features, the
wheel’s angular speeds, and route points. Unlike in an ideal simulated environment,
DeepIPC must deal with real implementation issues. For example, it must compen-
sate for the issue of inaccurate route points positioning caused by the inaccuracy of
the GNSS receiver and IMU sensor. Then, there are also noises on the RGBD camera
that can affect the scene understanding capability.

5.2.1 Network Architecture

The architecture of DeepIPC is similar to our previous work [55] that is composed
of perception and controller parts. As shown in Fig. 5.2, the perception phase be-
gins with semantic segmentation on RGB image with a standard encoder-decoder
network enhanced with several skip connections [153]. The RGB encoder is made of
Efficient Net B3 [151] while the decoder is composed of multiple convolution blocks
where each block consists of (2×(3× 3 convolution + batch normalization [116] +
ReLU [117]) + bilinear interpolation) and a pointwise 1× 1 convolution followed
with sigmoid activation. Furthermore, we generate point clouds from the depth
map and make projections with the predicted segmentation map to obtain a BEV
semantic map with a coverage area of 24 meters to the front, left, and right from the
vehicle location. Thus, the vehicle is always positioned at the bottom center of the
BEV semantic map. Then, the BEV semantic map is encoded by an Efficient Net B1
encoder [151] to obtain its features. With this configuration, DeepIPC has both front
and top perspectives to perceive the surrounding area.
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In the controller module, both RGB and BEV semantic features are processed by a
fusion block module which is composed of pointwise (1× 1) convolution, global av-
erage pooling, and linear layer. This module is responsible for learning the relation
between features from the front and top-view perspectives. Then, a gated recur-
rent unit (GRU) [83] is used to decode the latent features based on the measurement
of the left and right wheel’s angular speeds, predicted waypoints, and two route
points that have been transformed into local BEV coordinates. The decoded features
are processed further by a linear layer to predict ∆x and ∆y. Thus, the coordinate of
the next waypoint can be calculated with (5.1).

xi+1, yi+1 = (xi + ∆x), (yi + ∆y) (5.1)

To be noted, the waypoints prediction process is looped over three times as there
are three waypoints to be predicted. In the first loop, the waypoint is initialized with
the vehicle position in the local BEV coordinate which is always at (0,0). In the end,
the waypoints are translated into a set of navigational controls (steering and throttle)
by two PID controllers in which their Kp, Ki, Kd parameters are tuned empirically.
The final features used to predict the last waypoint are also processed by a multi-
layer perceptron (MLP) block to estimate the navigational controls directly. The final
action that actually drives the vehicle is made by a control policy that combines both
PID and MLP controls as shown in Algorithm 5.1. We set a confidence threshold
of 0.1 as a minimum requirement for an agent to be able to drive the vehicle. This
means that the prediction output on each navigational control must be greater than
or equal to 0.1. This mechanism allows an agent to take control completely over the
other agent and results in better maneuverability.

5.2.2 Model Improvement

Different from our previous work [55], DeepIPC is modified to improve its perfor-
mance and deal with real-world implementation issues. First, as the input to the
perception module, we consider a wider ROI of H×W = 512× 1024 at the center of
the RGBD image. Then, they are resized to H ×W = 256× 512 to reduce the com-
putational load. With a wider coverage area, the model is expected to have a better
scene understanding capability to perceive the environment. Second, as the input to
the controller module, we feed the left and right wheel’s angular speeds instead of
the vehicle’s linear speed. This information is expected to be helpful, especially dur-
ing turning as the angular speed will be different on each wheel. Third, two route
points are given instead of one route point at a time. Relying only on one route point
is very risky due to the possibility of mislocation caused by GNSS and IMU inaccu-
racies that affect the global-to-local coordinate transformation. If the route point is
mislocated, the model will likely fail to predict waypoints and navigational controls
correctly. Besides that, giving two route points that have been transformed into lo-
cal coordinates will give the model a better intuition in deciding whether the vehicle
should drive straight or turn depending on the location of the route points. Fourth,
we also modify the control policy by allowing an agent to take the steering control
completely over the other agent for better maneuverability.

We feed the model with GNSS and IMU data to measure several quantities needed
to perform global-to-local coordinate transformation precisely. To get the local BEV
coordinate for each route point i, the relative distance ∆xi and ∆yi between vehi-
cle location Ro and route point location Rpi must be known. The distance can be
estimated from the global longitude-latitude with (5.2) and (5.3).
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Algorithm 5.1: Control Policy

Θ = W p1+W p2
2 ; θ = tan−1 (Θ[1]

Θ[0]

)
γ = 1.75× ||W p1 −W p2||F; ν = (ωl+ωr)

2 × r
PIDST = PIDLat(θ − 90); PIDTH = PIDLon(γ− ν)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

if MLPTH ≥ 0.1 and PIDTH ≥ 0.1 then
if |MLPST| ≥ 0.1 and |PIDST| < 0.1 then

steering = MLPST
if |MLPST| < 0.1 and |PIDST| ≥ 0.1 then

steering = PIDST
else

steering = β00MLPST + β10PIDST
throttle = β01MLPTH + β11PIDTH

else if MLPTH ≥ 0.1 and PIDTH < 0.1 then
steering = MLPST; throttle = MLPTH

else if MLPTH < 0.1 and PIDTH ≥ 0.1 then
steering = PIDST; throttle = PIDTH

else
steering = 0; throttle = 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
W p{1,2}: first and second predicted waypoints
MLP{ST,TH}: steering and throttle estimated by MLP agent
ω{l,r}: left/right angular speed measured with rotary encoder
r: vehicle’s wheel radius, 0.15 m
Θ: aim point, a middle point between W p1 and W p2
θ: heading angle derived from the aim point Θ
γ: desired speed, 1.75 × Frobenius norm of W p1 and W p2
ν: linear speed, the average of ωl and ωr multiplied by r
β ∈ {0, ..., 1}2×2 is a set of control weights initialized with:
β00 = α2

α2+α1
; β10 = 1− β00; β01 = α3

α3+α1
; β11 = 1− β01

where α1, α2, α3 are loss weights tuned by MGN algorithm [54] (see Subsection 5.2.4)

∆xi = (RpLon
i − RoLon)× Ce × cos(RoLat)

360
, (5.2)

∆yi = (RpLat
i − RoLat)× Cm

360
, (5.3)

where Ce and Cm are earth’s equatorial and meridional circumferences which are
around 40,075 and 40,008 kilometers, respectively. Then, the route point coordinates
Rp(x,y)

i can be obtained by applying a rotation matrix as in (5.4).[
Rpx

i
Rpy

i

]
=

[
cos(θro) − sin(θro)
sin(θro) cos(θro)

]T [∆xi
∆yi

]
, (5.4)

where θro is the vehicle’s absolute orientation to the north pole (bearing angle). It
is estimated by a 9-axis IMU sensor’s built-in function based on Kalman filtering
on 3-axial acceleration, angular speed, and magnetic field. The global-to-local route
points transformation may not be so accurate due to sensor inaccuracy and noisy
measurement. Hence, the model is forced implicitly to learn how to compensate for
this issue by mimicking expert manipulation to navigational controls.
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FIGURE 5.3: The area for experiments.

White circles are an example of a route that consists of start, finish, and route points. The
area can be viewed in more detail at https://goo.gl/maps/9rXobdhP3VYdjXn48.

5.2.3 Dataset

Considering the advantage of imitation learning or behavior cloning as mentioned
in Chapter 4, we adopt this approach and collect a considerable amount of expert
driving records for training and validation (train-val) purposes [174] [175]. To create
the dataset, we drive the vehicle at a speed of 1.25 m/s in a certain area inside our
university, Toyohashi University of Technology, Japan. As shown in Fig. 5.3, the
left region is used for the train-val, and the right region is used for the test. We
consider two different experiment times which are noon and evening to vary the
environmental conditions. For each condition, we record the driving data one time
for the train-val and three times for the test. There are 12 routes in the train-val
region and 6 routes in the test region. Each route is composed of several route points
with a gap of 12 meters between each other. The model must follow the route points
in driving the vehicle and completing the route. The observation is recorded at 4 Hz
where one set of observations contains an RGBD image, GNSS location, 9-axis IMU
measurement, the wheel’s angular speed, and the level of steering and throttle. The
devices used to retrieve the data are mentioned in Table 5.1, while their placement
can be seen in Fig. 5.4.

DeepIPC predicts waypoints, navigational controls, and semantic segmentation
maps. As for waypoints ground truth, we leverage the vehicle’s trajectory where
the vehicle’s location in one second, two seconds, and three seconds in the future
are considered as the waypoints to be predicted. Meanwhile, navigational controls
ground truth can be obtained from the record of steering and throttle levels. To
avoid time-consuming manual annotation, we use SegFormer [176] pre-trained on
the Cityscapes dataset [68] to perform segmentation on all RGB images in twenty
different classes as mentioned in Table 5.1. SegFormer is chosen for its awesome
performance in the semantic segmentation task.

https://goo.gl/maps/9rXobdhP3VYdjXn48
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TABLE 5.1: Dataset Information

Conditions Noon and evening

Total routes 12 (train-val) and 6 (test)

N Samples* 10151 (train), 9679 (val), 18975 (test)

Devices WHILL C2 vehicle (+ rotary encoder)
Stereolabs Zed RGBD camera
U-blox Zed-F9P GNSS receiver
Witmotion HWT905 9-axis IMU sensor

Object classes None, road, sidewalk, building, wall, fence, pole, traffic
light, traffic sign, vegetation, terrain, sky, person, rider, car,
truck, bus, train, motorcycle, bicycle

*N Samples is the number of observation sets. Each consists of an RGBD image, GNSS lo-
cation, IMU measurement, the wheel’s angular speed, and the level of steering and throttle.

RGBD Camera

GNSS Receiver

IMU Sensor

Rotary Encoder

FIGURE 5.4: Sensor placement on a robotic vehicle.

5.2.4 Training Configuration

With using the multi-task learning paradigm, DeepIPC can be supervised by a com-
bination of weighted loss functions as in (5.5).

LMTL = α0LSEG + α1LWP + α2LST + α3LTH, (5.5)

where α0,1,2,3 are loss weights tuned adaptively by an algorithm called modified gra-
dient normalization (MGN) [54]. To learn semantic segmentation, we use a combi-
nation of pixel-wise cross entropy and dice loss as in (5.6).
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LSEG =

(
1
N

N

∑
i=1

yilog(ŷi) + (1− yi)log(1− ŷi)

)
+

(
1− 2|ŷ ∩ y|
|ŷ|+ |y|

)
, (5.6)

where N is the total elements at the last layer of the segmentation decoder, while
yi and ŷi are ground truth and prediction of element i. Then, we use L1 loss to
supervise waypoints prediction as in (5.7).

LWP =
1
M

M

∑
i=1
|ŷi − yi|, (5.7)

where M is equal to 6 as there are three predicted waypoints that have x,y coor-
dinates for each. Similarly, we also use L1 loss to supervise navigational controls
prediction as in (5.8). However, averaging is not needed as there is only one element
for each output (steering and throttle).

L{ST,TH} = |ŷ− y| (5.8)

The model is implemented with PyTorch deep learning framework [122] and
trained on NVIDIA RTX 3090 with a batch size of 8. We use Adam optimizer [127]
with a decoupled weight decay of 0.001 [155] to train the model until convergence.
The initial learning rate is set to 0.0001 and divided by 2 if the validation loss LMTL
is not dropping in 5 epochs in a row. To avoid excessive computation, the training is
stopped if there is no improvement in 30 epochs in a row. We attach the training log
and its explanation in Appendix A.2.

5.3 Experiment and Analysis

In this section, we explain the evaluation and metrics used to justify the model per-
formance. Then, we provide the discussion and analysis of the experiment results.

5.3.1 Evaluation and Scoring

DeepIPC is evaluated under two conditions with varying cloud intensity with two
different tests namely offline and online tests. For each condition, the final score
is obtained by averaging the scores from three experimental results. In the offline
test, the model is deployed to predict driving records. Then, its performance on
each task is calculated by a specific metric function. To evaluate waypoints and
navigational controls, we use mean absolute error (MAE) or L1 loss as in (5.7) and
(5.8). Meanwhile, we compute intersection over union (IoU) as in (5.9) for evaluating
the segmentation performance.

IoUSEG =
|ŷ ∩ y|
|ŷ ∪ y| (5.9)

We define the best model by the lowest total metric (TM) score as formulated
with (5.10). This formula only combines semantic segmentation IoU and naviga-
tional controls estimation MAE. Depth MAE and waypoints MAE are excluded since
not every model has these outputs.

TM = (1− IoUSEG) + MAEST + MAETH (5.10)



5.3. Experiment and Analysis 69

Algorithm 5.2: Route points to Commands Conversion

if Rpx
1 ≤ −4m or Rpx

2 ≤ −8m then
command = turn left

else if Rpx
1 ≥ 4m or Rpx

2 ≥ 8m then
command = turn right

else
command = go straight

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Rpx
{1,2}: the route point’s x position in the local coordinate (BEV space)

TABLE 5.2: Model Specification

Model Total Parameters↓ Model Size ↓ Input/Sensor Output

Huang et al. [86] 74953258 300.196 MB RGBD, High-level commands Segmentation, Steering, Throttle
AIM-MT [72] 27967063 112.078 MB RGB, GNSS, 9-axis IMU, Rotary encoder Segmentation, Depth, Waypoints, Steering, Throttle
DeepIPC 20983128 84.972 MB RGBD, GNSS, 9-axis IMU, Rotary encoder Segmentation, BEV Semantic, Waypoints, Steering, Throttle

AIM-MT [72] is implemented based on the codes shared in the author’s repository at
https://github.com/autonomousvision/neat. Meanwhile, Huang et al.’s model [86] is im-
plemented based on the explanation written in the paper. All models are deployed on a
laptop powered with NVIDIA GTX 1650 GPU in performing real-world autonomous driv-
ing. As the models can run smoothly during evaluation, we believe that calculating their
inference speeds is not necessary.

In the online test, the model is deployed to drive a vehicle by following a set
of routes. Unlike in our previous work [55], the vehicle is prevented from collid-
ing with other objects to avoid unnecessary damage. Therefore, we determine the
drivability score by counting driver interventions needed to prevent collisions.

In addition, we conduct a comparative study with some recent models to get a
clearer performance justification. Table 5.2 shows the specification of the models for
comparison. DeepIPC is preferred for deployment as it has the smallest model as it
has the lowest number of parameters. We evaluate a model proposed by Huang et al.
[86] that also takes RGB images and depth maps but with a different fusion strategy.
This model uses high-level commands in selecting a command-specific controller.
Hence, we generate these commands automatically based on the route point position
in the local coordinate using a certain rule as described in Algorithm 5.2. We also
evaluate AIM-MT [72] which only takes RGB images and predicts multiple vision
tasks for extra supervision. By performing more vision tasks, the perception module
can provide better features for the controller. For a fair comparison, we slightly
modify both models to process the same data as provided to DeepIPC.

5.3.2 Offline Test

The offline test is used to evaluate the model’s performance in handling multi-
ple perception and control tasks simultaneously. All models are deployed to pre-
dict driving records and evaluated with multi-task and task-wise scoring. The test
dataset is recorded three times in a completely different area from the train-val
dataset. Each record is taken on different days to vary the conditions.

Table 5.3 shows that DeepIPC achieves the best performance by having the low-
est total metric score in all conditions. However, all models including DeepIPC have
performance degradation in the evening. This means that doing inference in the
low light condition is harder than in the normal condition. Specifically, in the seg-
mentation task, DeepIPC has a higher IoU than AIM-MT even though it does not

https://github.com/autonomousvision/neat
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TABLE 5.3: Multi-task Performance Score

Condition Model Total Metric↓ IoUSEG ↑ MAEDE ↓ MAEWP ↓ MAEST ↓ MAETH ↓
Huang et al. [86] 0.4778 ± 0.0281 0.8300 - - 0.2422 0.0484

Noon AIM-MT [72] 0.2932 ± 0.0300 0.8863 0.0593 0.0983 0.1734 0.0061
DeepIPC 0.2807 ± 0.0335 0.8899 - 0.0683 0.1632 0.0074

Huang et al. [86] 0.4875 ± 0.0453 0.7952 - - 0.2384 0.0443
Evening AIM-MT [72] 0.3088 ± 0.0346 0.8578 0.0669 0.0931 0.1639 0.0026

DeepIPC 0.3030 ± 0.0369 0.8623 - 0.0645 0.1611 0.0041

perform depth estimation for extra supervision that can enhance the RGB encoder.
Thanks to the end-to-end learning strategy where the segmentation prediction can
be processed further through the encoding and decoding process of the BEV seman-
tic map. Therefore, the segmentation decoder receives a more useful gradient signal
to tune the network weights properly. Meanwhile, Huang et al.’s model has the
worst segmentation performance that is caused by conflicting features as its percep-
tion module fuses RGB images and depth maps from the early perception stage.

In the waypoints prediction task, DeepIPC has a lower MAE compared to AIM-
MT. Thanks to the BEV semantic features, DeepIPC can distinguish free and oc-
cupied areas easily from the top-view perspective. Thus, it can properly estimate
the waypoints which are also laid in BEV space. Although AIM-MT predicts four
waypoints and DeepIPC only predicts three waypoints, it is still considered a fair
comparison because the MAE formula averages the error across all predictions. The
reason the AIM-MT predicts four waypoints is to let its controller module have more
learning experiences in estimating the waypoints correctly. However, DeepIPC still
performs better as its controller module gets boosted by BEV semantic features and
fed with angular speed measurement which enhances its intuition.

In the navigational controls estimation task, DeepIPC also has the best perfor-
mance in line with the waypoints prediction result. The MLP agent can leverage
useful features encoded from both RGB and BEV semantic maps. Therefore, the
MLP agent can perform as well as the PID agent in estimating steering and throttle.
With two different agents considering various aspects of driving, more appropriate
action can be decided. Compared to AIM-MT, DeepIPC is better at estimating the
steering but worse at estimating the throttle. Yet, it can be said that DeepIPC is better
than AIM-MT considering that better steering control is more important than better
throttle control in low-speed driving. Meanwhile, Huang et al.’s model performs
the worst as its controller module gets stuck with certain behavior. Be noted that the
offline test results can be different from the online test results. This is because any
predictions will not affect the next states as they are prerecorded.

5.3.3 Online Test

The purpose of the online test is to evaluate the model’s drivability. The model must
drive the vehicle safely by following a set of route points while avoiding obstacles
(e.g., a vehicle stopped on the left side of the road). The experiment is conducted
three times for each condition. The experiment is conducted on different days to
vary the situations. The performance is evaluated based on the average interven-
tion count and intervention time. The less the driver does intervention means the
better the driving performance. For a fair comparison, the experiments for all mod-
els are monitored by the same driver. Thus, each intervention is based on the same
perspective of the degree of danger. Some driving records can be seen in Fig. 5.5.
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FIGURE 5.5: Driving footage.

See the driving record video at https://youtu.be/AiKotQ-lAzw for more details, including
failure cases where we intervene to avoid collisions. Sunny noon: DeepIPC makes a small
steering adjustment to the right as the vehicle is too close to the terrain. Cloudy noon: Al-
though DeepIPC cannot segment the car properly, it can avoid collision as it knows that the
left side is occupied. Sunset evening: DeepIPC makes a small steering adjustment to keep
on its lane. Low light evening: We intervene in DeepIPC to avoid driving off-road on the
vegetation as it keeps the throttle maximum and fails to make a right turn.

TABLE 5.4: Drivability Score

Condition Model
Intervention↓

Count Time (secs)

Huang et al. [86] 1.8889 ± 0.4157 5.6039 ± 1.7272
Noon AIM-MT [72] 2.2778 ± 0.3425 4.2161 ± 0.8380

DeepIPC 1.1111 ± 0.3928 2.3092 ± 0.9841

Huang et al. [86] 1.6111 ± 0.2079 4.5532 ± 0.2160
Evening AIM-MT [72] 2.6667 ± 0.1361 4.6736 ± 0.4293

DeepIPC 1.8889 ± 0.3928 4.2286 ± 0.6102

Table 5.4 shows that DeepIPC achieves the best drivability at noon where it has
the lowest intervention count and intervention time. Meanwhile, DeepIPC is compa-
rable to Huang et al.’s model in the evening where it achieves the lowest intervention
time but has a higher intervention count. Keep in mind that a model with a lower
intervention count can have a longer intervention time. For example, a model that
fails to make a turn and going to collide with terrain or sidewalk needs more cor-
rection time than a model that makes a small deviation on a straight path. Hence, it
depends on the degree of danger in which the collision is going to happen. Based on
the intervention time per intervention count, it is obvious that Huang et al.’s model
needs more correction time for each intervention which means that it has the highest
danger level compared to other models.

https://youtu.be/AiKotQ-lAzw
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Furthermore, in a comparison of drivability in the evening, DeepIPC and AIM-
MT perform worse than Huang et al.’s model. In line with the offline result, the
model that mainly takes RGB images failed to perceive the environment in the evening
as the provided image is not as clearly visible as when driving at noon. On the con-
trary, Huang et al.’s model become better as it can leverage the information from
the depth map that is concatenated with the RGB image from the beginning of the
perception phase. This means that although the early fusion strategy causes con-
flicting features for semantic segmentation, it is useful for driving in low-light con-
ditions. Moreover, even though Huang et al.’s model shows inferior performance
on navigational controls estimation in the offline test, its drivability can be said good
enough for performing real-world automated driving in the evening with lower traf-
fic compared when driving at noon. Regardless of its comparable performance with
DeepIPC in the evening, this exposes the limitation of imitation learning for a model
that purely relies on human behavior (by directly predicting steering and throttle
levels) without considering another driving aspect that can be obtained from pre-
dicting future trajectories in the form of waypoints location in the local coordinate.

5.4 Findings

In this Chapter, we present a modified version of DeepIPC, an end-to-end model that
can drive a vehicle in real environments. The model is evaluated by predicting a set
of driving records and performing automated driving. Furthermore, a comparative
study with some recent models is conducted to justify its performance. Based on the
experimental results, we disclosed several findings as follows.

• In line with our previous work [55], the BEV semantic feature is proven can
improve the model performance in predicting waypoints and navigational
controls. With a better perception, the model can leverage useful information
which results in better drivability.

• Driving under low light conditions is harder than in the normal condition,
especially for DeepIPC and AIM-MT which only rely on RGB images at the
early perception stage. Meanwhile, Huang et al.’s model can tackle this issue
as it fuses RGB and depth features earlier.

• DeepIPC can be said as the best model considering its performance and the
number of parameters in its architecture.

• Since the experiments discussed in this Chapter are the real-world implemen-
tation of the works in Chapter 4, we also disclose that the end-to-end imitation
learning approach is also useful for real-world autonomous driving. Further-
more, this also exposes the usefulness of the end-to-end behavior cloning tech-
nique for multi-input multi-output models.
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Chapter 6

LiDAR-based End-to-end
Autonomous Driving

As discussed in Chapter 5, DeepIPC can drive a robotic vehicle in real environ-
ments and achieve the best performance. However, its drivability get worsen in
the evening due to visibility issue. Although the RGBD camera can capture high-
resolution images, it fails to provide clear information caused by poor illumination
conditions. Therefore, we present DeepIPCv2, an improved version of DeepIPC that
perceives the environment using a LiDAR sensor for more robust scene understand-
ing. DeepIPCv2 takes a set of LiDAR point clouds for its main perception input. As
point clouds are not affected by illumination changes, they can provide a clear obser-
vation of the surroundings no matter what the condition is. This results in a better
scene understanding and stable features provided by the perception module to sup-
port the controller module in estimating navigational controls properly. To evaluate
its performance, we conduct several tests by deploying the model to predict a set
of driving records and perform real automated driving under three different condi-
tions, including driving at night. We also conduct ablation and comparative studies
with some recent models to justify its performance. Based on the experimental re-
sults, DeepIPCv2 shows a robust performance by achieving the best drivability in
all conditions, including when driving at night.

6.1 LiDAR-powered Perception

LiDAR is a sensor that is considered to be more robust than an RGB camera when
dealing with poor illumination conditions. Unlike RGB images, the point clouds
are not affected by the illumination changes since the LiDAR has its own lasers as
the light source to observe the environment [177] [178]. Furthermore, together with
plenty of point cloud segmentation models and projection techniques, many kinds
of data representations can be formed to provide meaningful information [179] [180].
Hence, we consider a point cloud segmentation model to support the perception.

To date, there are plenty of works in the development of point cloud segmen-
tation models. In the Semantic KITTI dataset [181], the current state-of-the-art in
the semantic point cloud segmentation task is achieved by a model named 2DPASS
[182]. However, its performance needs to be justified further in a very poor illumi-
nation condition as this model uses RGB images to assist the segmentation process.
A point cloud segmentation model that only uses a LiDAR is proposed by Hou et
al. [183] which is currently the runner-up in the semantic point cloud segmentation
challenge. Although this model has a great performance, its size and latency are
not suitable for performing real-time inference on a device with limited computa-
tion power. For deployment purposes, we need to consider the trade-off between
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FIGURE 6.1: The inputs and outputs of DeepIPCv2.

DeepIPCv2 perceives the environment by encoding a set of segmented point clouds that
are projected into front and top-view perspectives. Then, the extracted features are used to
estimate waypoints (white dots) and navigational controls to drive the vehicle following the
route points (white hollow circles). Meanwhile, the RGBD image is only for record purposes.
It shows how the RGBD camera fails in capturing surrounding information as it cannot
provide a clearly visible set of RGB image and depth map. Instead, DeepIPCv2 employs a
LiDAR sensor to provide point clouds that are not affected by poor illumination conditions.
The detailed architecture of DeepIPCv2 can be seen in Fig. 6.2.

speed and performance. Therefore, a model with great performance but causing a
huge computation load is not preferable. Since we also seek robustness, the model
must only use LiDAR in performing point cloud segmentation. Hence, we select
PolarNet [111], a lightweight model that has an acceptable performance.

6.2 DeepIPCv2: Highly Robust Perception and Control

The improvisation of DeepIPCv2 architecture is intended to deal with poor illumi-
nation conditions. We modify the perception module by replacing RGBD encoders
with LiDAR encoders. As shown in Fig. 6.1, the RGBD camera fails to provide
a clearly visible set of RGB image and depth map. Hence, DeepIPCv2 uses a Li-
DAR sensor and employs a point cloud segmentation model to perceive the envi-
ronment. This enables better reasoning as the model can distinguish traversable and
non-traversable areas easily and avoid collision by knowing the existence of other
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FIGURE 6.2: The architecture of DeepIPCv2.

The blue and green blocks are the perception and controller modules respectively. Darker
blocks are trainable, while light-colored blocks are not. In the perception module, PolarNet
[111] is employed to support point cloud segmentation. Then, the architecture of encoders
and feature fusion modules can be seen in Fig. 6.3.
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FIGURE 6.3: The encoders and the feature fusion module.

We use atrous convolution blocks [184] with different kernel sizes and dilation rates to cap-
ture low-level features from the projected point clouds that have vacant regions. Then, both
top and front features are fused and extracted further by the feature fusion module.

objects around the ego vehicle. Hence, the perception module can provide stable
and better features to the controller module for estimating waypoints and naviga-
tional control. Thus, DeepIPCv2 can maintain its drivability performance even when
driving at night. We also modify the controller module by adding a set of command-
specific multi-layer perceptrons (MLP) to improve its maneuverability.

6.2.1 Network Architecture

Similar to DeepIPC [56], DeepIPCv2 is also a model that handles perception and
control tasks simultaneously. However, unlike DeepIPC which takes an RGBD im-
age, DeepIPCv2 takes a set of LiDAR point clouds to perceive the environment.
Since LiDAR is not affected by poor illumination conditions, the perception mod-
ule becomes more robust and can provide stable features to the controller mod-
ule. Thus, the model can estimate waypoints and navigation control properly even
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when driving at night. As shown in Fig. 6.2, DeepIPCv2 employs PolarNet [111],
a light-weight point cloud segmentation model pre-trained on the Semantic KITTI
dataset [181] to segment LiDAR point clouds into twenty object classes as mentioned
in Table 6.1. Based on our previous work [55], perceiving the environment from
more perspectives can improve perception and lead to better drivability. Hence,
we project segmented point clouds to form one hot-encoded image-like array that
shows front-view and bird’s eye-view (BEV) perspectives of the surrounding area.
Each array is expressed as R ∈ {0, 1}C×H×W , where H ×W is the spatial dimension
with H×W = 64× 512 for the front-view array and H×W = 128× 256 for the BEV
array. Meanwhile, C = 21 represents the number of channels that are responsible
for twenty object classes and a logarithmic depth of the point clouds. In forming
the BEV array, we consider an area of 16 meters to the front, left, and right of the
vehicle. Meanwhile, for the front-view array, we consider all point clouds in front of
the vehicle forming a 180-degree field of view.

To process these arrays, we use two different encoders that are made of atrous
and standard convolution blocks as shown in Fig. 6.3. Atrous convolution blocks
[184] are used to deal with some vacant regions in the projected point clouds at the
early encoding process. As the kernel sizes and dilation rates can be adjusted, an
atrous convolution layer is more suitable than a standard convolution layer for ex-
tracting the features. Then, we also configure the pooling size after each convolution
block to match the output size of both encoders. With this configuration, DeepIPCv2
has a better scene understanding capability as it can perceive from two different per-
spectives that clearly show traversable and non-traversable regions. Later, we con-
duct an ablation study by creating two additional model variants. The first variant
only takes the logarithmic depth point clouds, while the other one only takes the seg-
mented point clouds. After obtaining the best variant, we also conduct an extensive
ablation study by comparing it with another variant that perceives the surround-
ings with one perspective, front or BEV. This is necessary to justify the importance
of multi-view perception for better reasoning.

The control phase begins by fusing both high-level perceptions features to pro-
duce a latent space composed of 192 feature elements that encapsulate the informa-
tion of the surrounding based on two perspectives of view. This process is done by
the feature fusion module that consists of a point-wise convolution layer, a global
average pooling layer, and a dense layer. Then, we use the first and second route
points, the left and right wheel’s angular speed, and predicted waypoints to bias
the latent space in the gated recurrent unit (GRU) layer [83]. Finally, the biased la-
tent space is decoded further by a set of command-specific multi-layer perceptrons
(MLP) to estimate navigational control directly and by two linear layers to predict
waypoints that will be translated into navigational control by a set of two PID con-
trollers. To be noted, both MLP and PID controllers assume the model of the robotic
vehicle as a nonholonomic unicycle since it has motorized rear wheels and omnidi-
rectional front wheels. Thus, it cannot perform translational movement on the lateral
axis, but it can move only along its longitudinal axis (forward and backward) and
can rotate around a vertical axis passing through its center. As shown in Fig. 6.2,
the process inside the purple box is looped three times as DeepIPCv2 predicts three
waypoints. Two linear layers are used to predict ∆x and ∆y between the current
waypoint and the next waypoint. Thus, the exact coordinate of the next waypoint
can be calculated with (6.1).

xi+1, yi+1 = (xi + ∆x), (yi + ∆y) (6.1)
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Algorithm 6.1: Control Policy

Θ = W p1+W p2
2 ; θ = tan−1 (Θ[1]

Θ[0]

)
γ = 1.75× ||W p1 −W p2||F; ν = (ωl+ωr)

2 × r
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

if Rpx
1 ≤ −4m or Rpx

2 ≤ −8m then
Cmd = 2 (turn right)

else if Rpx
1 ≥ 4m or Rpx

2 ≥ 8m then
Cmd = 1 (turn left)

else
Cmd = 0 (go straight)

MLP{ST,TH} = MLPCmd(Z)
PIDST = PIDLat(θ − 90); PIDTH = PIDLon(γ− ν)
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

if MLPTH ≥ 0.1 and PIDTH ≥ 0.1 then
if |MLPST| ≥ 0.1 and |PIDST| < 0.1 then

steering = MLPST
if |MLPST| < 0.1 and |PIDST| ≥ 0.1 then

steering = PIDST
else

steering = β00MLPST + β10PIDST
throttle = β01MLPTH + β11PIDTH

else if MLPTH ≥ 0.1 and PIDTH < 0.1 then
steering = MLPST; throttle = MLPTH

else if MLPTH < 0.1 and PIDTH ≥ 0.1 then
steering = PIDST; throttle = PIDTH

else
steering = 0; throttle = 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Rpx
{1,2}: route point’s x position in the local coordinate

W p{1,2}: first and second waypoints
Z : GRU’s latent space
ω{l,r}: left/right angular speed (rad/s)
r: vehicle’s rear wheel radius (0.15 m)
Θ: aim point, a middle point between W p1 and W p2
θ: heading angle derived from the aim point Θ
γ: desired speed, 1.75 × Frobenius norm of W p1 and W p2
ν: linear speed (m/s), the mean of ωl and ωr multiplied by r
β ∈ {0, ..., 1}2×2 is a set of control weights initialized with:
β00 = α1

α1+α0
; β10 = 1− β00; β01 = α2

α2+α0
; β11 = 1− β01

where α0, α1, α2 are loss weights tuned by MGN algorithm [54] (see Subsection 6.2.3)

To predict the first waypoint, the current waypoint is initialized with the vehicle
position in the local coordinate which is always at (0,0). Then, the waypoints are
processed by two PID controllers to produce a set of navigational control consist-
ing of steering and throttle levels. Besides using PID controllers, DeepIPCv2 also
predicts navigational control directly by decoding biased latent using MLP. How-
ever, unlike DeepIPC which employs only one MLP, DeepIPCv2 employs a set of
command-specific MLPs for better maneuverability as demonstrated by Huang et.
al [86]. Each of the command-specific MLPs act as a task-specific decoder that re-
ceives the same features from the same encoder. Then, since each decoder treats
each action (turn left, turn right, or go straight) independently, the model has better
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maneuverability as it has more focus by deploying a dedicated MLP for each action.
Moreover, this configuration can also deal with the imbalance number of actions
in the driving records (e.g. the number of observation sets for go straight is larger
than turn left or turn right). Meanwhile, the commands are generated automatically
based on the route point’s x position. The rule that generates the command and the
policy which outputs the final action is summarized on Algorithm 6.1.

Furthermore, other measurement quantities and formulas are needed to trans-
form the route points from the global GNSS coordinate to the local coordinate where
the vehicle is always positioned at (0,0). To obtain the local coordinate for each route
point i, we need the relative distance ∆xi and ∆yi between vehicle location Ro and
route point location Rpi. Using the information of global longitude-latitude given
by the GNSS receiver, the relative distance can be calculated with (6.2) and (6.3).

∆xi = (RpLon
i − RoLon)× Ce × cos(RoLat)

360
, (6.2)

∆yi = (RpLat
i − RoLat)× Cm

360
, (6.3)

where Ce and Cm are earth’s equatorial and meridional circumferences which are
40,075 and 40,008 km, respectively. Then, the local coordinate of each route point
Rp(x,y)

i can be obtained by applying a rotation matrix as in (6.4).[
Rpx

i
Rpy

i

]
=

[
cos(θro) − sin(θro)
sin(θro) cos(θro)

]T [∆xi
∆yi

]
, (6.4)

where θro is the vehicle’s absolute orientation to the north pole (bearing angle). The
bearing angle is estimated by the extended Kalman filter (EKF) based on the mea-
surement of 3-axial acceleration, angular speed, and magnetic field retrieved from a
9-axis IMU sensor. To be noted, due to the GNSS inaccuracy and noisy IMU mea-
surements, the global-to-local transformation may not be perfect. Thus, the model is
expected to learn how to compensate for this issue during the training process.

6.2.2 Dataset

As explained in Chapter 4 and Chapter 5, a dataset that consists of expert driv-
ing records is needed for imitation learning or behavior cloning process [185] [186].
Similar to our experiment described in Chapter 5, we record the observation data
to create the dataset for training, validation, and testing (train-val-test). One set of
observations is composed of an RGBD image, GNSS location, 9-axis IMU measure-
ment, the wheel’s angular speed, and the level of steering and throttle. We collect
these data by driving a robotic vehicle at a speed of 1.25 m/s in an area inside our
university, Toyohashi University of Technology, Japan as shown in Fig. 6.4. In or-
der to vary the experiment conditions, we record the driving data at noon, in the
evening, and at night with different cloud intensities. In the train-val area, there are
12 different routes where the driving data is recorded one time for each condition.
Meanwhile, in the test area, there are 6 different routes where the driving data is
recorded three times for each condition. Each route has a set of route points with 12
meters gap that shows the path from the start point to the finish point. The model
must drive the vehicle by following this path to complete the route.

Recorded at a rate of 4 Hz, one sample of observation data is composed of a
set of LiDAR point clouds, GNSS latitude-longitude, 9-axis IMU measurement, left
and right wheel’s angular speeds, and the level of steering and throttle. We also
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FIGURE 6.4: The area for experiments.

White hollow circles represent a route that consists of a start, finish, and route points. The
area can be viewed in more detail at https://goo.gl/maps/9rXobdhP3VYdjXn48.

record the RGB image which is used by another model for comparison. Then, as
the ground truth for the waypoints prediction task, we use the vehicle’s trajectory
location in one second, two seconds, and three seconds in the future (relative to
the vehicle’s current location). The trajectory is estimated by a built-in IMU-based
odometry algorithm embedded in the robotic vehicle. Meanwhile, as the ground
truth for the navigational control estimation task, we use the record of steering and
control levels at the time. The devices used to retrieve the data are mentioned in
Table 6.1. Meanwhile, how they are mounted on the vehicle can be seen in Fig. 6.5.

6.2.3 Training Configuration

A multi-task loss function used to supervise DeepIPCv2 is formulated with (6.5).

LMTL = α0LWP + α1LST + α2LTH, (6.5)

where α0,1,2 are loss weights tuned adaptively by an algorithm called modified gra-
dient normalization (MGN) [54] to ensure that all tasks can be learned at the same
pace. To supervise waypoints prediction, we use L1 loss as in (6.6).

LWP =
1
N

N

∑
i=1
|yi − ŷi|, (6.6)

where N is equal to 6 as there are three waypoints that have x,y elements in the
local coordinate. Meanwhile, yi and ŷi are the ground truth and the prediction of
component i respectively. Similarly, we also use L1 loss to supervise navigational
control estimation formulated with (6.7).

L{ST,TH} = |ŷ− y| (6.7)

https://goo.gl/maps/9rXobdhP3VYdjXn48
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TABLE 6.1: Dataset Information

Conditions Noon, evening, and night

Total routes 12 (train-val) and 6 (test)

N Samples 19781 (train), 9695 (val), 29123 (test)

Devices WHILL model C2 (+ rotary encoder)
Velodyne LiDAR HDL-32e
Stereolabs Zed RGBD camera
U-blox Zed-F9P GNSS receiver
Witmotion HWT905 9-axis IMU sensor

Object classes None, car, bicycle, motorcycle, truck, other vehicle, person,
bicyclist, motorcyclist, road, parking, sidewalk, ground,
building, fence, vegetation, trunk, terrain, pole, traffic sign

*N Samples is the number of observation sets. Each consists of an RGBD image, GNSS lo-
cation, IMU measurement, the wheel’s angular speed, and the level of steering and throttle.

LiDAR

GNSS

Camera

IMU

Rotary

FIGURE 6.5: Sensor placement on a robotic vehicle.

Keep in mind that there is no averaging process as there is only one element for
each output (steering and throttle). The model is implemented with PyTorch frame-
work [122] and trained on NVIDIA RTX 3090 with a batch size of 10. We use Adam
optimizer [127] with decoupled weight decay of 0.001 [155]. The initial learning
rate is set to 0.0001 and reduced by half if the validation LMTL is not dropping in 5
epochs. Then, the train-val process is stopped if there is no drop on the validation
LMTL in 30 epochs. The learning curve is discussed in Appendix A.3.
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TABLE 6.2: Model Specification

Model Variant Total Parameters↓ Input/Sensor Output

TransFuser [80] [82]
Late Fusion 32.64M LiDAR, RGB, GNSS, IMU, Rotary Waypoints, Steering, Throttle
Transformer 66.23M LiDAR, RGB, GNSS, IMU, Rotary Waypoints, Steering, Throttle

DeepIPCv2
Log. Depth 5.91M LiDAR, GNSS, IMU, Rotary Waypoints, Steering, Throttle
Segmentation 5.95M +14M LiDAR, GNSS, IMU, Rotary Segmentation, Waypoints, Steering, Throttle
Segmentation + Log. Depth 5.96M +14M LiDAR, GNSS, IMU, Rotary Segmentation, Waypoints, Steering, Throttle

Some DeepIPCv2 variants employ PolarNet [111] which has total parameters of around 14
million to perform point cloud segmentation. We replicate TransFuser [80] [82] based on
the codes shared by the authors at https://github.com/autonomousvision/transfuser. We
cannot compute the inference speed fairly due to fluctuating GPU computation, hence we
assume that smaller models will consume less GPU memory footprint and infer faster. Fur-
thermore, as we limit the maximum speed to only 1.25m/s (the same as the data collection
process), a high FPS rate is not necessary for driving the robotic vehicle.

6.3 Experiment and Analysis

In this section, we explain the functions used to justify the model’s performance.
For ablation and comparative studies between DeepIPCv2, TransFuser, and their
variants, first, we conduct an offline test by deploying all model variants to predict
several driving records. Then, we take the best variant of each model for the online
test by deploying them for real automated driving in real environments.

6.3.1 Evaluation and Scoring

The evaluation is conducted under three different conditions (noon, evening, and
night). We consider two different kinds of evaluations namely offline and online
tests. In the offline test, DeepIPCv2 is deployed to predict a set of expert driving
records on the test routes. The performance is defined by the total metric (TM) score
as in (6.8).

TM = MAEWP + MAEST + MAETH (6.8)

where MAE stands for mean absolute error (L1 loss) which can be computed with
(6.6) for MAEWP and (6.7) for MAEST and MAETH. The smaller the total metric score
means the better the model performance. Meanwhile, in the online test, DeepIPCv2
must drive the vehicle properly following a set of route points in six different routes.
We determine the drivability performance by counting the number of interventions
and intervention time needed to prevent any collisions. The smaller the number of
interventions and intervention time means the better the performance. To be noted,
the final score for both tests must be averaged as the evaluation is conducted three
times for each condition.

As mentioned in Subsection 6.2.1, we create two model variants for the ablation
study. The first variant only takes the logarithmic depth point clouds while the sec-
ond variant only takes the segmented point clouds. Furthermore, we also conduct
a comparative study by replicating TransFuser [80] [82] to compare with. Briefly,
TransFuser is a camera-LiDAR fusion model that takes an RGB image and a set of
point clouds. It perceives the environment from two different perspectives where
the front view information is given by the RGB camera and the BEV information is
given by the LiDAR. TransFuser fuses RGB and LiDAR features using several trans-
former modules. We also replicate its variant called late fusion, where the features
are fused with a simple element-wise summation. The specification of DeepIPCv2
and TransFuser variants can be seen in Table 6.2.

https://github.com/autonomousvision/transfuser
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TABLE 6.3: Multi-task Performance Score 1

Condition Model Variant Total Metric↓ MAEWP ↓ MAEST ↓ MAETH ↓

Noon

TransFuser [80] [82]
Late Fusion 0.211 ± 0.007 0.087 0.097 0.027
Transformer 0.192 ± 0.006 0.073 0.093 0.026

DeepIPCv2
Log. Depth 0.276 ± 0.004 0.116 0.123 0.037
Segmentation 0.168 ± 0.005 0.059 0.085 0.024
Segmentation + Log. Depth 0.196 ± 0.007 0.074 0.095 0.026

Evening

TransFuser [80] [82]
Late Fusion 0.213 ± 0.006 0.089 0.097 0.027
Transformer 0.193 ± 0.008 0.073 0.094 0.026

DeepIPCv2
Log. Depth 0.281 ± 0.007 0.119 0.126 0.036
Segmentation 0.167 ± 0.006 0.059 0.084 0.023
Segmentation + Log. Depth 0.199 ± 0.008 0.076 0.097 0.026

Night

TransFuser [80] [82]
Late Fusion 0.218 ± 0.002 0.090 0.099 0.029
Transformer 0.197 ± 0.003 0.075 0.094 0.028

DeepIPCv2
Log. Depth 0.278 ± 0.005 0.115 0.125 0.038
Segmentation 0.170 ± 0.002 0.059 0.086 0.026
Segmentation + Log. Depth 0.198 ± 0.004 0.072 0.097 0.028

6.3.2 Offline Test

An offline test is used to measure how good the model is in mimicking an expert
manipulation in controlling vehicle actuators. The test is conducted by letting the
model predict several driving records made for testing purposes. We measure the
model performance by calculating the MAE on waypoints prediction and naviga-
tional control estimation together with the total metric (TM) score as explained in
Subsection 6.3.1. Since there are three driving records for each condition, the final
score is averaged from all inference results. Be noted that each driving record is
taken on different days to vary the situation and the cloud intensity.

Based on Table 6.3, the DeepIPCv2 variant that only takes segmented point clouds
achieves the best performance by having the lowest TM score in all conditions. The
other two DeepIPCv2 variants that take logarithmic depth point clouds fall behind
and the depth-only variant performs the worst. This pattern shows that processing
logarithmic depth reduces overall model performance due to conflicting features
between the segmentation map and the depth map extracted by the encoders. This
also means that the data representation given by the projected point clouds in the
segmentation map is more than enough and better than the combination with log-
arithmic depth. However, this hypothesis needs to be justified further by applying
different encoder architectures to process the projected point clouds. Meanwhile,
amongst TransFuser variants, the variant that employs transformer modules to fuse
image and point cloud features achieves a better performance than the variant that
only uses a simple element-wise summation. Although it costs a lot of parameters to
train, the transformer modules can improve the model’s reasoning as it understands
the relationship between the front view and BEV perspectives.

Across different conditions, the total metric scores for TransFuser variants con-
sistently become higher from noon to night. Although the gap is not too far from
one another, this pattern shows that TransFuser which relies on RGB images gets
a performance drop when the illumination condition is poor. This result is as ex-
pected since the RGB camera is sensitive to illumination changes. Unlike TransFuser,
DeepIPCv2 is more robust against poor illumination conditions as it only relies on
LiDAR to perceive the environment. However, there is no clear pattern amongst
DeepIPCv2 variants as their performance differs on every condition. DeepIPCv2
performance is more affected by road situations rather than illumination conditions.
This is supported by the fact that two DeepIPCv2 variants have the best performance
at night when there is not so much traffic on the road.
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TABLE 6.4: Multi-task Performance Score 2

Condition Perspective Total Metric↓ MAEWP ↓ MAEST ↓ MAETH ↓

Noon
Front 0.258 ±0.006 0.062 0.173 0.023
BEV 0.171 ±0.006 0.063 0.084 0.024

Front + BEV 0.168 ±0.005 0.059 0.085 0.024

Evening
Front 0.258 ±0.014 0.063 0.173 0.022
BEV 0.171 ±0.005 0.062 0.085 0.023

Front + BEV 0.167 ±0.006 0.059 0.084 0.023

Night
Front 0.263 ±0.005 0.061 0.177 0.025
BEV 0.174 ±0.004 0.062 0.086 0.026

Front + BEV 0.170 ±0.002 0.059 0.086 0.026

To understand the importance of perceiving from multiple perspectives of view,
we also conduct an extensive ablation study by creating two more DeepIPCv2 vari-
ants that take one perspective of view. Hence, the model can only perceive the envi-
ronment based on the front-view perspective or the top-view/bird’s eye view (BEV)
perspective. We develop these variants based on DeepIPCv2 variant that takes the
point cloud segmentation map. Table 6.4 shows that the model variant that per-
ceives the environment from both front and BEV perspectives has the lowest total
metric score meaning that it achieves the best performance compared to the vari-
ants which only use one perspective. This result is in line with the findings in our
previous work [56] [55] and strengthens the importance of perceiving from multiple
perspectives of view.

To be more detailed, DeepIPCv2 variant that perceives from the front-view per-
spective has the worst performance as its steering estimation is heavily affected by
the absence of BEV perception features. Without these features, the controller mod-
ule faces difficulties in estimating the steering angle which lies in the BEV coordi-
nate. Meanwhile, DeepIPCv2 variant that perceives from the BEV perspective is
slightly behind the best variant. Although it has a comparable performance in steer-
ing angle and throttle level estimation, this variant fails to estimate waypoints prop-
erly as predicting future vehicle position needs the combination of both front and
BEV perception features that consider more aspects of driving. Therefore, judging
from this result and analysis, we pick the DeepIPCv2 variant that only takes seg-
mented point clouds and perceives the environment from multiple perspectives of
view for further comparison in the online test. Meanwhile, we pick TransFuser vari-
ant that employs transformer modules as the comparator to study the importance of
data modality and representation in performing real-world autonomous driving.

6.3.3 Online Test

An online test is made for evaluating the drivability performance of the model after
imitating expert behavior in driving a vehicle during the training process. In this
evaluation, we use the best variant of DeepIPCv2 and TransFuser to perform auto-
mated driving in real environments. Each model variant must be able to handle var-
ious situations and conditions when driving a vehicle from the starting point to the
finish point by following a set of route points. Similar to the offline test, we conduct
the evaluation three times on six different routes for each condition. However, the
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Noon  Evening Night

Steering  39.5% 61.1%Steering

 94.7%Throttle

Steering  2.4%

 99.9%Throttle  98.2%Throttle

FIGURE 6.6: Driving footage.

Noon: DeepIPCv2 makes a left turn following two route points located on the left side
of the vehicle. Evening: A moment when we are going to intervene in DeepIPCv2 as it
fails to make a hard left turn to compromise a narrowing path caused by a stopping truck.
Night: DeepIPCv2 makes a right turn following two route points while maintaining the
distance from the road boundaries. To be noted, the RGB images are only for record purposes
since DeepIPCv2 uses LiDAR point clouds to perceive the environment. We share some of
the driving records at https://youtu.be/IsZ1HP5QjWc which include the driving records of
TransFuser [80] [82] for comparison.

TABLE 6.5: Drivability Score

Condition Model
Intervention↓

Count Time (secs)

Noon
TransFuser [80] [82] 1.389 ± 0.208 3.537 ± 0.648
DeepIPCv2 1.000 ± 0.236 2.389 ± 0.831

Evening
TransFuser [80] [82] 1.222 ± 0.079 3.093 ± 0.457
DeepIPCv2 0.944 ± 0.157 2.407 ± 0.466

Night
TransFuser [80] [82] 1.889 ± 0.283 4.556 ± 0.181
DeepIPCv2 0.667 ± 0.136 1.870 ± 0.340

drivability performance is justified by the number of interventions and how long the
interventions are. Then, the best performance is determined by the lowest number
and the shortest time of interventions. Keep in mind that the result of the online test
may not be in line with the result of the offline test. This is because any decisions
made on every observation state in the online test will affect the next observation
state. Meanwhile, in the offline test, although the model makes a wrong prediction,
it will not affect anything as the observation is already fixed in the driving records.
Furthermore, we also provide some driving footage that can be seen in Fig. 6.6.

Table 6.5 shows a clear pattern for each model when driving under different con-
ditions. For DeepIPCv2 which is not affected by illumination conditions, the best
drivability is achieved at night when there is not so much traffic on the road. Then,
it has lower performance at noon and in the evening as it is affected by denser traffic
on the road. Meanwhile, as for TransFuser which relies on the RGB camera, better

https://youtu.be/IsZ1HP5QjWc
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performance is achieved when the model drives at noon and in the evening. Thanks
to enough light illumination, the RGB camera can capture an image clearly so that
TransFuser can maintain its drivability. However, TransFuser performance is de-
graded when driving at night as it fails to capture the information in front of the
vehicle due to poor illumination conditions. Therefore, as the perception module
cannot extract useful features, the controller module also fails to estimate naviga-
tional control properly.

In all conditions, DeepIPCv2 has the best performance based on the lowest in-
tervention count and intervention time compared to TransFuser. This means that a
set of segmented point clouds projected into two different perspectives of view con-
tains more valuable information than a combination of a raw RGB image and a 2-bin
point cloud histogram. By projecting the segmented point clouds to form image-
like arrays that contain a unique class on each layer, the model has a better scene
understanding capability as it can distinguish traversable and non-traversable areas
clearly and lead to better driving performance. This also shows that data representa-
tion (e.g. segmented and projected point clouds) is matter and more meaningful than
a combination of some data modalities (e.g. RGB images and LiDAR point clouds)
but still in their raw form or improperly pre-processed. Aside from the perception
parts, DeepIPCv2 also has a better controller module that gives a higher degree of
maneuverability.

6.4 Findings

In this Chapter, we propose DeepIPCv2 which perceives the environment using
LiDAR for more robust drivability. DeepIPCv2 is evaluated by predicting driving
records and performing automated driving. To justify its performance, we conduct
ablation and comparative studies with other models under different conditions to
vary the situations. Based on the experimental results, we disclose several findings
as follows.

• Using LiDAR to perceive the environment increases the model’s robustness.
Unlike an RGB camera, LiDAR is not affected by poor illumination conditions.
Thus, the perception module can provide stable features to the controller mod-
ule in estimating navigational control properly. Therefore, the model can main-
tain its drivability even when driving at night. Meanwhile, the performance of
a camera-powered model drops as it fails to perceive the surrounding area.

• Perceiving the environment with segmented point clouds is better than loga-
rithmic depth and 2-bin histogram point clouds. This is because the model can
distinguish traversable and non-traversable areas easily. However, the selec-
tion of the point cloud segmentation model must be carried out carefully con-
sidering the trade-off between computational load, latency, and performance
for achieving a real-time inference.
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Chapter 7

Summary

In this study, we develop a novel model called DeepIPC (Deeply Integrated Percep-
tion and Control) for end-to-end autonomous driving. This model can handle mul-
tiple perception and control tasks simultaneously in one forward pass. We conduct
the study gradually from the perception-only to the integrated perception-action,
from inference on driving records to deployment for automated driving, and from
simulation-based experiments to real-world experiments. The study begins with
the development of a loss weighting algorithm namely Modified Gradient Normal-
ization (MGN), which is used to balance the learning signal for a multi-task model
during the training process. Then, focusing on the point-to-point navigation task,
DeepIPC is employed to drive a vehicle safely in dynamic simulated environments
with various conditions and scenarios. Finally, as a proof-of-concept study, we also
conduct real-world demonstrations using a modified DeepIPC and DeepIPCv2, two
models that are improved specifically to deal with implementation issues and de-
ployed to drive a robotic vehicle in real environments. Our proposed models achieve
better performance in many criteria compared to other models.

7.1 Conclusion

Based on the experimental findings disclosed in the previous chapters, we draw
several conclusions that are summarized as follows.

• The MGN algorithm successfully balances the learning signal for a multi-task
model, improving its performance. Based on the results discussed in Chap-
ter 3, a model trained with the MGN algorithm performs better than a model
trained normally. This shows that the MGN algorithm can manage the trade-
off between multiple learning signals to ensure all tasks can be learned at the
same pace. Furthermore, as the multi-task model outperforms a combination
of single-task models, this also strengthens plenty of studies that leverage the
usefulness of the feature-sharing mechanism in a multi-task architecture.

• Perceiving the environment from different perspectives and employing multi-
agent to make decisions can improve the performance of an autonomous driv-
ing model. Based on the comparative and ablation studies discussed in Chap-
ter 4, our proposed model (DeepIPC) that performs semantic depth cloud map-
ping and employs two agents achieves the best driving performance in a sim-
ulated environment. This shows that having better scene understanding and
decision-making can boost drivability. However, the performance gets de-
creased as dynamic weather and adversarial scenarios put more challenges
to the model’s adaptability and maneuverability.
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• Imitation learning is also useful for real-world experiments. Based on the ex-
perimental results discussed in Chapter 5, some real implementation problems
such as sensor inaccuracies and noise can be solved with a strong behavior
cloning from a set of expert’s driving records. All models including DeepIPC
that are based on simulation can be brought to drive the vehicle seamlessly
in real environments by mimicking an expert driver. This also exposes the ef-
fectiveness of the end-to-end behavior cloning technique for a complex multi-
input multi-output model. Furthermore, the best performance is achieved by
DeepIPC, as it has a better architecture compared to the other models. How-
ever, its performance decreased when driving under low-light conditions as
the RGBD camera fails to provide stable information.

• Using LiDAR to perceive the environment can achieve higher robustness in
scene understanding and lead to better drivability. As discussed in Chapter
6, DeepIPCv2 which only uses LiDAR achieves better performance compared
to a camera-LiDAR fusion model, especially when driving at night. This is
because a LiDAR sensor is not affected by poor illumination conditions as it
has its own lasers to sense the environment. Moreover, since DeepIPCv2 is also
supported with a point cloud segmentation model, it can distinguish different
objects around the vehicle with ease.

7.2 Future Work

In the future, we consider developing a more advanced model that will be trained
with expert driving data recorded using a real car as described in Appendix B. As the
environment including traffic conditions becomes more complex and challenging,
an end-to-end model needs to be improved further in many aspects to achieve a
highly reliable navigation system for autonomous driving vehicles.

7.2.1 Future Research Direction

The following is the list of several key ideas that can be used as future research
directions in enhancing the model’s drivability to meet the standard or even a higher
degree of automation for deployment on a real car.

More Sensors with Better Fusion Technique

Perception holds an important role to achieve excellent drivability as understanding
the surrounding area before making any actions is a must. Be noted that with bet-
ter perception, the model is expected to have better drivability as the controller is
provided with more useful features for performing navigational controls. One way
to improve the perception part is by adding more sensors to collect more data that
contain rich information. For instance, we can use multiple cameras to support the
LiDAR sensor to cover a complete 360o view. In addition, we can also use an event
camera or dynamic vision sensor to detect local changes in brightness. This can be
helpful to recognize any objects that move relative to the vehicle. However, using
multiple sensors comes with plenty of different data modalities to handle. There-
fore, a better sensor fusion strategy is needed to process the data. To settle this issue,
we plan to adopt TransFuser [80] [82] and modify some of its parts to strengthen our
future model.
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FIGURE 7.1: The illustration of vehicle-to-everything communication
(V2X).

Vehicle-to-everything communication (V2X) incorporates many kinds of communication
systems such as vehicle-to-network (V2N), vehicle-to-vehicle (V2V), vehicle-to-pedestrian
(V2P), vehicle-to-infrastructure (V2I).

Better Reasoning for A Higher Degree of Understanding

Perception should not be done only by performing multiple vision tasks to distin-
guish different objects, estimate their distance, etc. Beyond that, we need a bet-
ter method to examine which object in a certain circumstance gives influence the
model in making decisions. This is because not all objects that appear in front of
the vehicle are always important. By selecting certain objects considered for the
decision-making process, we believe it can increase the reasoning capability of the
model, which lead to a higher degree of scene understanding and result in better
driving performance. To achieve better reasoning for our future model, we plan to
add object-level attention modules [187] [188] to allow the model to examine impor-
tant objects all by itself. Therefore, the learned policy and any decisions made by the
model are explainable.

Vehicle-to-Everything (V2X)

V2X communication can be an interesting future research direction to work on. Be-
sides focusing on the performance of the model that drives the vehicle itself, com-
munication is also an important factor to achieve reliable autonomous driving [189].
A smart vehicle needs to coordinate with any entities that may affect or may be
affected by the vehicle such as other vehicles, networks, infrastructure, and pedes-
trians as illustrated in Fig. 7.1. Coordination between these entities can lead to a
well-organized intelligent transportation system that incorporates many factors in
the environment. One interesting work to begin with is decentralized V2X (D-V2X)
using a blockchain approach that can be implemented on top of any communication
protocol and does not require any trusted authority [190].
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Imitation Learning and Reinforcement Learning

Based on the experimental results discussed in Chapter 5 and Chapter 6, imitation
learning has shown its usefulness for training an end-to-end model to drive a robotic
vehicle in real environments. However, there is always a possibility that the model
may fail under a certain adversarial scenario (e.g., pedestrians crossing the street
suddenly) that is not covered in the dataset. To explore plenty of unexpected scenar-
ios, reinforcement learning can be used to train the model. However, this technique
requires huge amounts of risky data that is unsuitable and irrelevant to real-world
autonomous driving, especially with a real car. To solve this problem, we plan to
adopt training algorithms namely Controllable Imitative Reinforcement Learning
(CIRL) [191] and/or Deep Imitative Reinforcement Learning (DIRL) [192] that com-
bines imitation learning and reinforcement learning. Concisely, these algorithms let
a model train with imitation learning first using a lot of driving records including
publicly available datasets to enrich its driving experience. After having a prior
knowledge of driving a vehicle, the model is refined with reinforcement learning
where any interventions the driver makes are used as the learning signals to train
the model.
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Appendix A

Learning Curve and Task Balancing
Behavior

In this appendix, we provide the training log that shows the learning curve of our
models and the behavior of the modified gradient normalization (MGN) in tuning
the loss weights for balancing the learning process.

A.1 DeepIPC Training with Simulation Dataset

Fig. A.1 shows the learning curve of DeepIPC during the training process on CARLA
simulation datasets, 1W (one weather, clear noon) and AW (all weather). At the
time when the model convergence, the modified gradient normalization (MGN) al-
gorithm gives the lowest loss weight to the waypoints prediction task (WP) and
the highest loss weight to the stop sign prediction task (SS). Between these tasks,
the order from the second lowest loss weight to the second highest loss weight are
as follows: image segmentation task (SEG), navigational controls estimation task
(throttle (TH), brake (BR), and steering (ST)), and traffic light prediction task (TL).
This result is in line with the training loss trends where the waypoints prediction
loss is the highest and followed by the other tasks in the same order. On dataset AW,
only throttle estimation and image segmentation loss weights are placed differently.
However, they are swapped in the next epochs following the training loss trends.
These records strengthen the conclusion disclosed in Chapter 3 where the MGN al-
gorithm tends to give more loss weights to the tasks with smaller losses to prevent
the model from losing its focus.

A.2 DeepIPC Training with Real-world Dataset

Fig. A.2 shows the learning curve of DeepIPC during the training process on real-
world datasets. At the time when the model convergence, the modified gradient nor-
malization (MGN) algorithm gives the highest loss weight to the throttle estimation
task (TH) followed by the waypoints prediction task (WP), the image segmentation
task (SEG), and the steering estimation task (ST) respectively. The loss weighting
behavior is in line with the training loss trends where the throttle estimation loss
is the smallest followed by the waypoints prediction loss. This result strengthens
our findings stated in Appendix A.1. However, the loss weights for steering estima-
tion and image segmentation tasks are not in line due to the difficulty of estimating
the steering level with fewer data. This is because the number of frames when the
vehicle turns is less than when the vehicle goes straight.
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(A) Training loss on dataset 1W (B) Loss weights update on dataset 1W

(C) Training loss on dataset AW (D) Loss weights update on dataset AW

FIGURE A.1: DeepIPC training log on simulation dataset.

The vertical black dashed line shows the exact epoch where the model convergence. The
vertical axis on each figure is the training loss and the loss weight while the horizontal axis
is the epoch.

(A) Training loss (B) Loss weights update

FIGURE A.2: DeepIPC training log on real-world dataset.

The vertical black dashed line shows the exact epoch where the model convergence. The
vertical axis on each figure is the training loss and the loss weight while the horizontal axis
is the epoch.
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(A) Training loss (B) Loss weights update

FIGURE A.3: DeepIPCv2 training log on real-world dataset.

The vertical black dashed line shows the exact epoch where the model convergence. The
vertical axis on each figure is the training loss and the loss weight while the horizontal axis
is the epoch.

A.3 DeepIPCv2 Training with Real-world Dataset

Fig. A.3 shows the learning curve of DeepIPCv2 during the training process on real-
world datasets. At the time when the model convergence, the modified gradient
normalization (MGN) algorithm gives the highest loss weight to the throttle esti-
mation task (TH) followed by the waypoints prediction task (WP) and the steering
estimation task (ST) respectively. The loss weighting behavior is in line with the
training loss trends where the throttle estimation loss is the smallest followed by the
waypoints prediction loss and the steering estimation loss. This result also strength-
ens our findings stated in Appendix A.1 Appendix A.2 where the MGN algorithm
tends to give a higher loss weight to the tasks with smaller losses to keep the model
focus.





95

Appendix B

Preliminary Experiments with a
Real Car

(A) Car (ego vehicle) (B) Sensors (C) RTK base station

FIGURE B.1: Devices and sensors placement.

In this appendix, we provide a detail of our preliminary experiments with a real
car. To be more specific, we briefly explain the devices used to retrieve the data and
the plan to improve our model to achieve better drivability.

B.1 Sensors and Observation Data

The sensors used for the experiments are the same as those installed on the robotic
vehicle mentioned in Chapter 5 and Chapter 6, with the addition of a dynamic vision
sensor (DVS) camera used to detect event changes at the front of the car. The DVS
camera is expected to give the model a better scene understanding as it can capture
moving objects faster than any conventional camera [193]. Furthermore, we use
a powerful edge device for data acquisition and ensure the data can be retrieved
synchronously. As shown in Fig. B.1, we mount all sensors on a metal plate and
place them on the top of the car. Additionally, we also make our own base station
for real-time kinematic (RTK) positioning to enable the mounted GNSS receiver to
measure the car’s relative position in real-time with better accuracy [194]. With this
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(A) Daytime (B) Nighttime

FIGURE B.2: Sets of driving records.

kind of setup, we can retrieve a set of records composed of RGBD images, DVS
images, LiDAR point clouds, GNSS locations, and 9-axis IMU data as shown in Fig.
B.2. Meanwhile, the segmentation maps for RGB images and LiDAR point clouds are
provided by SegFormer [176] and PolarNet [111] respectively. In the future, a more
advanced sensor such as hemispherical LiDAR can be used to deal with blind spots.
Then, the GNSS receiver can be enhanced with an inertial navigation system (INS)
to solve the blocked signal issues when driving in a tunnel or near high buildings.

B.2 Addressing New Challenges

Applying our methods for autonomous driving with a real car comes with plenty of
new challenges. Aside from enhancing the model architecture itself, we also need
to think about how to eliminate some issues in the data-gathering process that will
be used for training the model. For instance, in generating the pseudo-labels for the
semantic segmentation task, we cannot rely on SegFormer [176] when dealing with
nighttime driving records. Thus, we apply domain adaptation techniques called Re-
fign [195] and HRDA [196] to enhance SegFormer. Hence, it can be used to provide
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FIGURE B.3: The utilization of LeGO-LOAM to estimate trajectory.

proper segmentation maps based on the adaptation from the Cityscapes dataset [68]
to the ACDC dataset [197] that contains nighttime driving data.

Another challenge comes from the IMU-based trajectory estimation algorithm
used for generating the waypoints ground truth. The algorithm tends to drift quickly
when the vehicle moves faster. Meanwhile, we cannot rely on visual-inertial odom-
etry as it fails at night when everything is not clearly visible. Therefore, we use
LeGO-LOAM [198] (lightweight and ground-optimized LiDAR odometry and map-
ping [199]) to estimate the trajectory based on point clouds that are not affected by
poor illumination conditions. A set of driving records with LeGO-LOAM used to
estimate the vehicle’s trajectory can be seen in Fig. B.3.

B.3 Transformer-powered Model

Transformer has been widely used in many fields of research, including computer
vision [200] [201]. This kind of deep learning model is known for its powerful self-
attention mechanism, which allows the network to capture and learn contextual re-
lationships in the data [202]. Hence, to better process multiple data simultaneously,
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FIGURE B.4: DeepIPC architecture with transformers.

The perception module of DeepIPC employs a set of transformers to learn the relationship
between features extracted by a set of CNN-based encoders.
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FIGURE B.5: Encoder blocks and transformers.

Using its unique self-attention mechanism, each transformer is responsible for learning the
relationship between features extracted from each encoder’s convolution block.

we plan to enhance our model with a set of transformer modules to learn the re-
lationship between extracted features. Thus, the model will have better reasoning
and can provide more useful features for the controller module in making action
decisions. In brief, our future model can be illustrated in Fig. B.4 and Fig. B.5.
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