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The creation of a 3D map holds significant importance for autonomous systems
navigating in unknown environments. The application of 3D mapping spans
various fields, including autonomous driving, service robotics, agriculture,
augmented reality, and construction. The need for efficient 3D mapping methods
is growing with the proliferation of robots and autonomous systems.

Despite extensive research on 3D mapping, particularly for ground vehicles and
drones, limited attention has been given to 3D mapping for construction cranes.
Current 3D mapping methods encounter limitations when applied to constructing
a map for cranes, primarily due to the unique challenges and complexities
associated with crane mapping. There is a strong need for innovative approaches
specifically tailored for mapping in crane scenarios. This thesis proposes three
novel methods for mapping for a construction crane using multi-sensor fusion.

First, we propose a complementary filter and crane structure-based real-time
sensor pose estimation and 3D mapping method for construction cranes with an
arbitrary motion of the sensor system (2D lidar and IMU) attached to the crane
boom. A heavy lidar with a slowly rotating base is needed to make a large-scale
map both vertically and horizontally for cranes. In the proposed method, we
introduce a complementary filter with moving average filtering for lidar pose
estimation, which i1s more robust to severe vibration than Kalman filter-based
methods. As there are only a small amount of overlaps between 2D lidar scans, we
propose a map correction method based on pose graph optimization with planar
environmental constraints. We evaluate the proposed method in a simulation and
a real environment and compare it with one of the state-of-the-art methods. The
evaluation results reveal that the proposed method can accurately estimate the
sensor poses, thereby generating a high-quality, large-scale 3D point cloud map.

Second, we introduce a method for neural network-based real-time pose
estimation using an IMU (inertial measurement unit) and its application in
large-scale 3D mapping using a slowly rotating 2-D LiDAR. In this method, a
neural network consisting of a convolutional neural network (CNN) and long
short-term memory (LSTM) is employed to estimate the change in pose. Firstly,




online pre-filtering using a low-pass filter is implemented on the time windows of
IMU measurements before feeding them as input to the neural network to
estimate the change in position and rotation of the sensor. After that, the
estimated sensor pose is used to register the scans of 2D-rotating LiDAR to build a
large-scale 3D map. The proposed method is tested in a gazebo environment by
attaching the sensors to a crane boom. In this study, we also investigate the
impact of different time windows of IMU measurements on the accuracy of pose
estimation by the neural network.

Third, we proposed a method for sensor pose estimation, as well as creating
large-scale 3D maps, for construction cranes equipped with a sensor system
consisting of a camera, 2D lidar, and IMU. To tackle the challenges posed by the
crane boom's complex motion, we utilize an Extended Kalman filter (EKF) to
improve the accuracy and reliability of sensor pose estimation. By combining pose
estimates from Visual-Inertial Navigation System (VINS) with data from an
additional IMU, we estimate the scale value of a monocular camera. This scale
value, obtained from the EKF, is then integrated into the VINS algorithm to refine
the previously estimated scale value. Slowly rotating 2D lidar is used to build a 3D
map. Since there is limited overlap between 2D lidar scans, we leverage the
estimated pose to align and construct a comprehensive 3D map. Additionally, we
thoroughly evaluate the effectiveness of the latest VINS techniques, as well as the
EKF-enhanced VINS approach, in the specific context of crane operations.
Through comprehensive performance assessments conducted in both simulated
and real environments, we compare the EKF-added VINS method with
state-of-the-art VINS techniques. The evaluation results demonstrate that the
EKF-added VINS method accurately estimates sensor poses, leading to the
generation of high-quality, large-scale 3D point cloud maps for construction
cranes.
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Abstract

The creation of a 3D map holds significant importance for autonomous systems navigating
in unknown environments. The application of 3D mapping spans various fields, including
autonomous driving, service robotics, agriculture, augmented reality, and construction. The
need for efficient 3D mapping methods is growing with the proliferation of robots and
autonomous systems.

Despite extensive research on 3D mapping, particularly for ground vehicles and drones,
limited attention has been given to 3D mapping for construction cranes. Current 3D mapping
methods encounter limitations when applied to constructing a map for cranes, primarily due
to the unique challenges and complexities associated with crane mapping. There is a strong
need for innovative approaches specifically tailored for mapping in crane scenarios. This
thesis proposes three novel methods for mapping for a construction crane using multi-sensor
fusion.

First, we propose a complementary filter and crane structure-based real-time sensor pose
estimation and 3D mapping method for construction cranes with an arbitrary motion of
the sensor system (2D lidar and IMU) attached to the crane boom. A heavy lidar with a
slowly rotating base is needed to make a large-scale map both vertically and horizontally
for cranes. In the proposed method, we introduce a complementary filter with moving
average filtering for lidar pose estimation, which is more robust to severe vibration than
Kalman filter-based methods. As there are only a small amount of overlaps between 2D
lidar scans, we propose a map correction method based on pose graph optimization with
planar environmental constraints. We evaluate the proposed method in a simulation and a
real environment and compare it with one of the state-of-the-art methods. The evaluation
results reveal that the proposed method can accurately estimate the sensor poses, thereby
generating a high-quality, large-scale 3D point cloud map.

Second, we introduce a method for neural network-based real-time pose estimation using
an IMU (inertial measurement unit) and its application in large-scale 3D mapping using a
slowly rotating 2-D LiDAR. In this method, a neural network consisting of a convolutional
neural network (CNN) and long short-term memory (LSTM) is employed to estimate the

change in pose. Firstly, online pre-filtering using a low-pass filter is implemented on the



time windows of IMU measurements before feeding them as input to the neural network to
estimate the change in position and rotation of the sensor. After that, the estimated sensor
pose is used to register the scans of 2D-rotating LiDAR to build a large-scale 3D map. The
proposed method is tested in a gazebo environment by attaching the sensors to a crane boom.
In this study, we also investigate the impact of different time windows of IMU measurements
on the accuracy of pose estimation by the neural network.

Third, we proposed a method for sensor pose estimation, as well as creating large-scale
3D maps, for construction cranes equipped with a sensor system consisting of a camera, 2D
lidar, and IMU. To tackle the challenges posed by the crane boom’s complex motion, we
utilize an Extended Kalman filter (EKF) to improve the accuracy and reliability of sensor pose
estimation. By combining pose estimates from Visual-Inertial Navigation System (VINS)
with data from an additional IMU, we estimate the scale value of a monocular camera. This
scale value, obtained from the EKEF, is then integrated into the VINS algorithm to refine the
previously estimated scale value. Slowly rotating 2D lidar is used to build a 3D map. Since
there is limited overlap between 2D lidar scans, we leverage the estimated pose to align and
construct a comprehensive 3D map. Additionally, we thoroughly evaluate the effectiveness
of the latest VINS techniques, as well as the EKF-enhanced VINS approach, in the specific
context of crane operations. Through comprehensive performance assessments conducted
in both simulated and real environments, we compare the EKF-added VINS method with
state-of-the-art VINS techniques. The evaluation results demonstrate that the EKF-added
VINS method accurately estimates sensor poses, leading to the generation of high-quality,

large-scale 3D point cloud maps for construction cranes.
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Chapter 1

Introduction

1.1 Research Background

Building a 3D map is vital for autonomous systems operating in unknown environments. 3D
mapping is widely used for many domains, such as autonomous driving, service robotics,
agriculture, augmented reality, and construction [20, 86, 29]. As robots and autonomous
systems have recently become common, the demand for 3D mapping is increasing rapidly.
Although numerous studies on 3D mapping have been done, especially for ground vehicles
[88, 79, 68, 14] and drones [44, 55, 66], very few have been done for 3D mapping for
construction cranes [92, 45].

3D mapping for a crane in construction sites faces specific challenges, as follows: First,
construction sites are generally open-sky, feature-scarce environments. Second, we need to
make a large-scale map, both vertically and horizontally. Third, sensors attached to a long
crane boom face much vibration. Fourth, when the crane is in operation, sensors mounted to
the crane boom confront large rotations and displacements in any direction. These challenges
make it difficult to adopt existing 3D mapping techniques.

1.2 Limitations of the Existing Work

Despite extensive research on 3D mapping of environments, there are limitations in current
methods when it comes to applying them to crane operations. This is primarily due to
the specific challenges and complexities involved in mapping for a crane within dynamic
construction sites. Visual SLAM methods are popular in 3D mapping [30, 76, 75] but tend to
be weak under varying lighting conditions or feature-scarce environments. 3D lidar-based
mapping is also popular [80, 56, 44, 13], as 3D scans provide rich structural information
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even under poor lighting conditions outdoors. However, the limited vertical field of the usual
3D lidars is not suitable for large-scale mapping for cranes.

By rotating a 2D lidar, we can get a very wide (e.g., spherical) virtual 3D scan, to which
we can apply 3D lidar-based mapping methods that adopt scan matching-based relative pose
estimation [90, 89, 6, 19, 55]. The lidar-IMU fusion approach is effective in compensating
the lidar motion during the rotation [90, 89, 66, 87]. For large-scale crane mapping, we need
to use a heavy, long-range 2D lidar, and the rotation speed has to be small enough for motion
stability. As a result, the motion between scan timings becomes large, making it difficult to
obtain a virtual 3D scan reliably. There are many methods proposed for 3D mapping using
fast-rotating 2D-LiDAR for autonomous vehicles, such as [69, 90, 80, 70]. These approaches
would not work for 3D mapping for the crane when sensors are attached to the boom of the
crane because, in this case, the sensor faces rotation along all three axes, unlike the case of
mapping for an autonomous vehicle, where the sensor faces rotation in only one axis.

Although it is possible to continuously estimate the lidar pose using an IMU, as in the
case of lidar-IMU fusion, commonly-used Kalman filter-based methods [90, 89, 66, 87] are
not robust enough for cranes with severe vibration and might cause significant map distortion.
Another common approach to map distortion correction is pose graph optimization (PGO)
[9, 69]. However, usual PGO methods, which rely on scan matching, are not appropriate for
our case because we have little overlap between scans when generated by a slowly rotating
2D lidar.

1.3 Research Objectives

Although extensive research has been conducted in the domain of 3D mapping, little attention
has been given to the specific challenges posed by large-scale mapping for cranes. The goal
of this study is real-time 6 DOF sensor pose estimation and large-scale 3D mapping for
construction cranes. A heavy lidar with a slowly rotating base is needed to make a large-scale
map both vertically and horizontally for cranes. This sensor configuration and mapping
conditions entail handling each 2D scan separately, making it difficult to adopt existing
rotating 2D lidar-based methods that construct a virtual 3D scan from a set of 2D scans. Due
to the inherent challenges associated with the 3D mapping of construction sites for a large
crane, we use a slowly-rotating 2D lidar and an IMU as base components and attach them to
the crane boom to build a large-scale 3D map for cranes. The goal is to estimate the lidar
pose for each scan and use the estimated pose to build a large-scale map while the crane

boom moves arbitrarily during operations.
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1.4 Contributions

The main contribution of this research work is the design, implementation, and testing of the
following three novel real-time sensor pose estimation and large-scale 3D mapping methods
for large construction cranes. We validate the performance of each of the proposed methods

by implementing them in simulation and real-world environments using a crane.

1.4.1 Complementary Filter and Crane Structure-based Real-time Sen-
sor Pose Estimation and 3D Mapping

In this approach, we estimate the lidar pose using crane structural information and IMU-based
complementary filter [78] with moving average filtering, which is more robust to severe
vibration than Kalman filter-based methods [18, 52, 28, 94]. To further improve the map
accuracy, we develop a new pose graph optimization method using planar environmental
constraints that naturally exist in construction sites. The proposed method can construct
accurate 3D maps even when some state-of-the-art methods [90, 89] fail.

1.4.2 IMU-based Neural Network Approach for Real-time Sensor Pose
Estimation and 3D Mapping

In this method, a learning-based approach is used for real-time sensor pose estimation by
implementing the neural network on IMU measurements, and estimated 6D pose information

is used to register the 2D LiDAR scan to build a large-scale 3D map.

1.4.3 Multi-sensor Fusion-based Real-time Sensor Pose Estimation and
3D Mapping

The proposed approach involves integrating measurements from multiple sensors, including
a camera, a rotating 2D-Lidar, and an IMU mounted on the crane boom, to create a compre-
hensive 3D map for a large-scale crane. To achieve accurate pose estimation, the method
employs an Extended Kalman filter (EKF) that combines the initial rough pose estimation
with data from the IMU’s gyroscope, accelerometer, and barometer. This fusion of sensor

measurements enables precise sensor pose estimation within the system.
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1.5 Thesis Organization

The rest of the thesis is organized as follows: In Chapter 2, we review the literature on
relevant research. Chapter 3 explains complementary filter and crane structure-based real-
time sensor pose estimation and 3D mapping methods. Chapter 4 describes our IMU-based
neural network approach for real-time sensor pose estimation and our 3D mapping method.
In Chapter 5, we explained the multi-sensor fusion-based real-time sensor pose estimation
and 3D mapping method. Finally, in Chapter 6, we conclude the thesis and discuss future

work.



Chapter 2
Literature Review

The creation of a three-dimensional (3D) map is crucial for enabling the effective functioning
of autonomous systems in unfamiliar environments. The applications of 3D mapping span
a wide range of fields, including unmanned aerial vehicles[80], robotics [32], biomedical
engineering [52], sports training, agriculture [4], augmented reality [74], and construction
site [20, 86, 29]. With the increasing prevalence of robots and autonomous systems, there
is a growing demand for 3D mapping. While extensive research has been conducted on 3D
mapping for ground vehicles [88, 79, 68, 14] and drones [44, 55, 66], there is a noticeable
gap in studies focusing on 3D mapping for construction cranes [92, 45].

Mapping construction sites for cranes presents unique challenges that need to be ad-
dressed. These challenges include the absence of distinctive features in open-sky construction
environments, the requirement to create comprehensive maps encompassing both vertical
and horizontal dimensions, the sensitivity of sensors attached to the crane boom to significant
vibrations, and the substantial rotations and displacements experienced by sensors mounted
on the crane boom during crane operations. Overcoming these formidable challenges poses
difficulties in adopting existing 3D mapping techniques.

A lot of research have been done on the 3D mapping of ground vehicles. For autonomous
driving of ground vehicles, the LiDAR sensor is generally fixed at the top of the vehicle such
as [88, 79, 68, 14]. In that case, only the yaw angle of the LiDAR sensor changes, and the
rotation along the other two axes of the LiDAR is negligible so the roll and pitch angles
hardly change in the ground vehicle. Because of this, the ground vehicle faces relatively
less distortion in the 3D mapping of the environment. Limited research work has been
done on 3D mapping for other dynamic applications such as 3D mapping for cranes. For
construction cranes, the sensor is mounted on the boom of the crane for a wide and clear
view of the construction site. As a consequence when the crane performs any task, the

boom can move the sensor in any random direction. Collecting consistent LiIDAR data
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for 3D mapping of cranes pose significant challenges, beacsue the LiDAR is attached to
the boom of crane that is in continuous motion and rotation along all its three axes during
operation. In this case, when constructing a point cloud map, the LiDAR sensor’s trajectory
must be taken into account throughout the scan time, otherwise, the cloud’s structure may
be severely deformed and potentially unrecognizable [6]. This type of cloud distortion has
a number of drawbacks, including deforming the different shapes of objects and making
appropriate localization difficult [83]. The accuracy of the distance measurement employed
in the object detection-based collision avoidance system has also been compromised by the
data distortion[37].

2.1 Diverse Sensor Utilization for 3D Mapping in Crane

Environments

Numerous studies have investigated sensor pose estimation and 3D mapping using a variety
of sensors. In the following section, we will provide an overview of some well-known studies
in this field, focusing on the utilization of different sensors and discussing their respective

limitations when applied to 3D mapping in crane environments.

2.1.1 Vision-based Approach

Visual SLAM (vSLAM) [30, 76, 75] is a low-cost but effective way of 3D mapping. vSLAM
is suitable for small- or moderate-sized scenes, such as indoor and traffic scenes, but not for
large-sized and feature-scarce and varying-illumination environments like construction sites.
In addition, when a camera faces a quick motion by, for example, a severe vibration of the

crane boom, the acquired image could easily be blurred, making feature extraction difficult.

2.1.2 3D Lidar-based Approach

Many 3D lidar-based mapping methods have been developed and effectively utilized in
applications such as autonomous driving [80, 56] and drone-based aerial mapping [44, 13].
Point clouds provided by 3D lidars are easily matched between frames and are suitable for
3D mapping for limited and continuous sensor motions. However, the limited vertical field

of view of usual 3D lidars does not fit the large-scale mapping at construction sites.
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2.1.3 2D Lidar-based Approach

The combination of a 2D lidar and a rotating base is a promising approach to developing a
low-cost and wide-area range measurement system [90, 6, 89, 19, 55]. These systems usually
rotate the lidar fast enough to construct a virtual 3D scan from a sequence of 2D scans;
consecutive virtual 3D scans sufficiently overlap with each other to be used for estimating
the sensor pose change. For example, in [6], the rotational speed is 30 rpm or 180°/ sec. For
large-scale crane mapping, however, we need to use a heavy, long-range 2D lidar, and the
rotation speed has to be small enough for motion stability. This slow speed makes it difficult

to construct a consistent virtual 3D scan, and the existing methods do not work.

2.1.4 Lidar-IMU Fusion-based Approach

IMU has commonly been used for estimating the pose of a sensor in motion. However,
under severe vibration, gyroscope and accelerometer measurements exhibit unmanageable
sensor drift caused by sensor bias and noise uncertainty [18]. Many lidar-IMU mapping
methods, such as LOAM [90, 89] and its extensions [80, 69, 13, 93], employ the Kalman
filter to cope with noise in IMU measurements. However, there is a high chance that Kalman
filter-based linear state estimation will diverge under high vibration, as in the case of crane
application. The complementary filter [78] is used for orientation estimation using an
IMU and exhibits better estimation accuracy and robustness than the Kalman filter under
high vibration [18, 52, 28, 94]. Combined with the structural information of a crane, the

complementary filter can be used for sensor pose estimation.

2.2 Different Methods for 3D Mapping in Crane Environ-

ments

Several studies have delved into sensor pose estimation and 3D mapping through the applica-
tion of diverse fusion techniques and methodologies. In the subsequent section, we aim to
outline some prominent fusion techniques and methodologies, while also addressing their

individual constraints when implemented for 3D mapping within crane environments.
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2.2.1 3D Lidar Based Methods for Sensor Pose Estimation and 3D
Mapping

LiDAR sensors are used for the purpose of 3D mapping in many application areas[38]. The
3D mapping method based on only the LiDAR sensor faces issues in an open-sky featureless
environment such as LiDAR can’t provide an accurate sensor rotation estimation in an
open-sky featureless environment because there is no prominent pattern of point distribution
in z-direction [2]. Moreover, if the laser scanning motion is relatively slower than the
extrinsic LIDAR motion, then the scan data distortion is very obvious. To overcome this
problem, some authors integrate other sensors such as IMU, GPS, encoders, camera, or
compass with the LiDAR sensors [67, 9] to build a 3D map. These 3D mapping methods
generally use two different approaches for LiDAR scan registration. One approach is scan
matching based registration and another approach is feature extraction based registration.
Scan matching based registration approach which generally uses Iterative Closest Point (ICP)
methods [53, 31] can give good results if the LiDAR’s extrinsic motion is very slow and
the laser scan rate is high. In this case, the motion distortion within the scan is relatively
small. In [53], Francois Pomerleau uses a standard ICP based method to match laser scan
returns among different scans. A method that comprises two steps for scan data correction is
proposed in [31]. In the first step an ICP based velocity measurement is computed and then in
the second step distortions are compensated using the measured velocity. Registration of 3D
point cloud data based on scan-to-scan matching such as ICP and modified versions of ICP are
an iterative technique that takes a lot of processing time and is not practically suitable for real-
time because of high computation time [65], [54]. Furthermore, in a dynamic environment,
there is a big probability of wrong matching results due to changes in surrounding conditions
[2]. The methods in which registration is based on feature extraction sequentially register the
extracted planar and edge features to incrementally build a global map. These methods can
be implemented for real-time applications, such as LOAM [90] which extract the features to
build a map in real-time. However, firstly, most of these 3D mapping methods are designed

for general autonomous vehicles and secondly, these methods are based on 3D LiDAR.

2.2.2 IMU-based Neural Network for Sensor Pose Estimation and 3D
Mapping

The primary problem in IMU based traditional pose estimation approaches is precisely
computing the linear acceleration produced by only sensor motion while simultaneously
estimating the inherent error, bias, and gravity direction from acceleration measurements[84].

Recently learning-based approaches have been proven to be capable of dealing with the
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drift problem of IMU-based pose estimation approaches by directly estimating the device’s
spatial displacement using supervised learning [84, 1, 11, 10, 42]. Chen et al. [10] used an
IMU-based inertial odometry neural network (IONet) to estimate velocity. To reduce drift,
he divides the acceleration data into independent windows. This method is not designed to
estimate the pose or odometry. Kim at al. [84] presented Extended IONet, a system that
combines a 9-Axis IONet with Pose-Tuning Net to enhance trajectory tracking accuracy by
compensating for the 6-Axis IONet’s drift issue. In this method, the magnetometer is required
and magnetic disturbance influences the attitude and heading accuracy. A neural network-
based inertial navigation is proposed in [85, 72] to track the positions and orientations of a
moving human using smartphone IMU measurements but this method is limited to 2D pose
estimation and does not work for 3D pose estimation. Jodo at al [71] proposes an end-to-end
learning framework for 6-DOF pose estimation using IMU, but the approach’s limitations
are that it introduces a delay in real-time pose estimation due to the proposed method for
inertial data feeding in neural networks, and its accuracy is affected if the IMU is subjected

to a lot of vibration and noise.

2.2.3 Multi-sensor Fusion for Sensor Pose Estimation and 3D Mapping

The research conducted in [49] demonstrated that the integration of additional sensors
to VINS using the Extended Kalman Filter (EKF) improves the accuracy of odometry
estimation in robot systems. They also compare the accuracy of pose estimation using two
IMUs versus a single IMU. However, during the experiment, it was observed that the second
IMU encountered a failure after approximately 45% of the trajectory, limiting the evaluation
of its impact on pose estimation accuracy. The authors of [5] proposed fusion algorithms
using multiple IMUs to enhance pedestrian navigation performance. They found that the
accuracy of pose estimation is directly related to the number of IMU sensors used. In [34],
an experimental comparison of various Visual-Inertial Navigation System (VINS) algorithms
in the underwater domain was conducted. The study revealed that while VINS-Mono [58]
demonstrated excellent performance, but its scale estimation was consistently inaccurate
due to the use of monocular vision. The limitation of VINS-MONO [58] regarding scale
estimation is that VINS-MONO depends on an initial scale parameter estimated at the
initialization step. This means that any errors in the initial scale estimation could propagate
throughout the system. The results in [34] confirmed that incorporating IMU measurements
significantly improved performance compared to pure Visual Odometry, extending the
findings reported in [34]. The improved performance of IMU integration was observed across

diverse underwater environments [34].
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Typically, in estimating scale using VINS with a monocular camera, a combination
of data from inertial and visual sensors is utilized during initialization. However, if the
visual data is insufficient, unclear, or noisy, it can negatively affect the accuracy of scale
estimation, consequently impacting the overall performance of the system and, ultimately,
pose estimation. In our proposed approach, we introduced an Extended Kalman filter (EKF)
to iteratively update the scale value, thereby improving the precision and dependability of
sensor pose estimation, particularly in complex crane boom trajectories. This enhancement

was achieved by integrating pose estimations from VINS with additional IMU data.

2.2.4 3D Lidar-based Mapping Correction

There are many different approaches are proposed in the literature for mapping correction
such as in [9], GPS/INS sensors integrated with the LiDAR sensor to build a map, and data
correction method is proposed for an autonomous vehicle using the position of the vehicle
before and after every scan. Thus, the accuracy depends on the position measurement of
the vehicle. In [17], a visual feature-based approach for correcting the geometric motion
distortion of the LiDAR sensor is proposed. In which a frame-by-frame visual odometry
estimation framework based on a pose interpolation scheme is proposed. A similar approach
is proposed in [3] that uses a RANSAC-based algorithm in the visual odometry pipeline
using LiDAR intensity data to construct a constant velocity model for data correction.
However, both of the above approaches depend on visual features and dense point cloud
data. The extraction of reliable visual features from LiDAR data is relatively difficult. Ji
Zhang in [90] proposes a motion model that extracts and matches geometric features in
cartesian space and his approach does not require dense point cloud data. For a moving car
with a LiDAR sensor, Pierre Merriaux [48] proposes a data correction approach based on
CAN bus data using a linear motion model. Most recently, Tobias Renzler [61] proposes
motion distortion correction for scanning LiDAR measurement using odometry information.
LeGO [69] modified the LOAM [90] for the UGV application by canceling out unreliable
features and applying ground plane extraction and point cloud segmentation, which presents
great stability in areas that contain noisy objects such as trees and grass. In our case, we
use a completely unique approach for mapping correction, which is based on pose graph
optimization technique with plane constraints to estimate the sensor’s pose and then use the
pose information to correct the distorted data.

Pose graph optimization (PGO) is a map correction method based on inter-pose relation-
ships and can generate an accurate map, especially with loop closing information [43, 95, 36].
In 3D lidar-based PGO [9, 69], matching between actual or virtual 3D scans can provide
relationships between nearby pose nodes. However, in our slowly-rotating 2D lidar case,
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we do not have enough overlapping between scans, and the usual PGO approach with only
sensor pose nodes does not work. To deal with this problem, we need to introduce extra
constraints [40, 39].






Chapter 3

Complementary Filter and Crane
Structure-based Real-time Sensor Pose
Estimation and 3D Mapping

3.1 Introduction

This chapter describes a novel method for large-scale 3D mapping for construction cranes
with an arbitrary motion of the sensor system (2D lidar and IMU) attached to the crane boom.
In the proposed method, we introduce a complementary filter with moving average filtering
for lidar pose estimation, which is more robust to severe vibration than Kalman filter-based
methods. As there are only a small amount of overlaps between 2D lidar scans, we propose
a map correction method based on a pose graph optimization with planar environmental
constraints. We evaluate the proposed method in a simulation and real environment and
compare it with one of the state-of-the-art methods. The evaluation results reveal that the
proposed method can accurately estimate the sensor poses, thereby generating a high-quality,
large-scale 3D point cloud map.

Fig. 3.1 shows the overall block diagram of the proposed method. The sensor system
is composed of a 2D lidar, a rotating base, and an IMU. The odometry module calculates
the inertial odometry with the complementary filter. It then estimates the lidar pose with
the angle of the rotating base and the crane’s structural information. The mapping module
receives lidar poses from the odometry module, transforms the lidar measurements from the
lidar frame to the fixed world frame, and assembles them to construct a 3D point cloud map.
The mapping correction module further improves the map by pose graph optimization with

planar environmental constraints.
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The contribution of this work is summarized as follows:
* We propose a novel approach to making a large-scale 3D map for construction cranes.

* We introduce a complementary filter with moving average filtering to accurately and
robustly estimate the sensor pose combined with the structural information of the

cranc.

* We develop a novel map correction method using planar environmental constraints

with the pose graph optimization scheme.
* We show the effectiveness of the proposed method in simulation and real experiments.

The rest of the chapter is organized as follows. Section 3.2 explains lidar pose estimation
using a complementary filter. Section 3.3 describes the 3D mapping method, and Section 3.4
explains the mapping correction using the pose graph optimization with planar environmental
constraints. Sections 3.6, 3.7 and 3.8 describe experimental results in a simulation, a small-

sized model crane, and a real crane respectively. Section 3.9 concludes the chapter.
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Fig. 3.1 Block diagram of proposed method showing all three modules: Inertial Odometry
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Fig. 3.2 Sensor system attached on crane boom and the relationship between different
coordinate frames is also shown.

3.2 Odometry Module

The odometry estimates the lidar’s position in real-time. As demonstrated in Fig. 3.2, due to
the movement of crane boom, the sensor system attached to boom also moves and odometry
module’s objective is to calculate the pose of the lidar during crane boom motion. The change
in pose comprises a translation and rotation of lidar. A novel odometry estimation method
for the crane is proposed in which the rotation is estimated using a rotating base encoder
and IMU, and translations are obtained using structural information of the crane. We use a
quaternion to represent the rotation and a 3D vector to depict the translation. The details of

coordinate transformation and estimation of rotation and translation are given below.

3.2.1 Coordinate Transformation

Fig. 3.2 shows that in our design there are four coordinate systems (shown in green) and three
transformations between them (shown with red dotted arrows). To compute the transformation

Tlgoar rld from the lidar frame to the fixed world frame, we can chain the transformation between
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Fig. 3.3 Coordinate transformation of all frames in our system.

the coordinate frames, as given below:

world __ pworld crane_boom rotating_base
Tlidar — “crane_boom Trotating_base Tlidar ’ (3.1)
where Torld is the transformation between the crane boom frame and the fixed world

crane_boom
crane_boom
frame’ Tmlating_base

Tllr.gifrting—base is the transformation between the rotating base frame to the lidar frame. The

transformation of each coordinate system is calculated as follows (see Fig. 3.3):

is the transformation from the crane boom to the rotating base frame, and

. chggﬁ boom- L1 NE Crane boom frame is attached to the crane boom at the point where the

IMU is mounted. Thus the IMU frame and the crane boom frame are aligned with each

other. Fig. 3.3 shows that the quaternion (qzvr‘;rrff boom) Obtained from inertial odometry

and a 3D vector (Lg;’,ff boom) TEPTESENting the distance between the world frame and
1. : ; world

the crane boom frame along x,y, and z—axes is used for the transformation 7,77/ %, .

Tcrane_boom .

rotating_base*

a child frame of the crane boom frame. Fig. 3.3 shows that the rotation between the

The rotating base frame is placed at the bottom of the rotating base. It is

rotating base frame and crane boom frame is given by identity quaternion, because

both frames are fixed on the crane boom, and no rotation occurs between them. The

rotating_base
crane_boom

base frame.

vector L given the translation between the crane boom frame and rotating
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. 7}?2;‘;”"&““: The lidar frame (positioned at the lidar) is a child frame of the rotating

; ; lidar lidar
base frame. The Fig. 3.3 shows that the quaternion ¢, 77" ¢ base and vector L, %" ¢ base

given the transformation between the rotating base and lidar frame.

3.2.2 Estimation of Rotation

The lidar attached to the crane boom faces two rotations: one is the rotation due to the
rotating base and the other is the rotation due to the rotation of the crane boom (see Fig. 3.2).

The rotating base’s rotation angle is measured by its encoder and converted into a quaternion.

lidar

This quaternion g, 2 base

represents the rotation of the lidar frame with respect to the
rotating base frame, and this step is called the encoder odometry in Figs. 3.1 and 3.3.
The rotation of the crane boom frame with respect to the fixed world frame is measured

crane_boom
world

This step is called inertial odometry. The complementary filter fuses the orientation estimated

by an IMU in quaternion form g using quaternion-based complementary filter [78].
using a gyroscope with the orientation computed using an accelerometer and magnetometer.
The rotation of the crane boom is first predicted using gyroscope measurements; then the roll
and pitch of the boom are corrected using accelerometer data, and the yaw of the crane boom
is corrected using magnetometer readings.

When an IMU is attached to the crane boom, accelerometer readings may be fluctuated
abruptly due to the high vibrations of the crane boom. In addition, magnetometer readings
may be distorted due to the magnetic field of the site. For the former problem, we apply a

moving average filter to obtain the stabilized accelerometer reading a; using:

1 &
= Y a (3.2)
i=k—N
where dy is accelerometer reading at time k, and N is the window size of the smoothing.
For the latter problem, we confirm if the magnetic distortion is small enough before fusing
the magnetometer readings into the complimentary filter. The magnitude of the magnetic

distortion is estimated by the total flux ||’m|| defined as:

1bm|| = \/m3 +m2 +m2 (3.3)

where my, my, and m, are magnetometer readings in the three axes. When there is no
distortion, total flux is normalized to unity (||’m|| = 1) [62]. We use this as a standard
for identifying magnetic distortion. If the total flux is close to unity, we consider the

magnetometer readings are reliable and there is no significant magnetic distortion. Next, we
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Prediction By Gyroscope L

, ! ) , :

Wy 1 b _ZQW,t g9w,t g9w,t !

—5 Wgt X gt 1 :

b :

q ,

GRS , Eq t

()DT'\');(‘)‘I;*
b' Correction By Accelerometer L
R{ng,t) Yo
I L
) lat Eaacc l: i
R(%quw,e) X Pa; — Adqce (¥ LERP/SERP L
ag ’ : |
e .
!" Correction By Magnetometer :
R(pq'c) l
v . —~ :
mt qmag :
. R(3q'e) x Pm; Aqqaec 7 LERP/SERP --=-------
me

Fig. 3.4 Quaternion-based complementary filter.

will discuss our approach to computing the crane boom rotation using a quaternion-based
complementary filter [78]. The block diagram of the computation of a quaternion-based

complementary filter is shown in Fig. 3.4.

Crane boom rotation prediction by gyroscope The orientation between the crane boom

crane_boom

frame (b) to fixed-world frame (w) in quaternion form ¢ ., -

is estimated by using
measurements of angular velocity obtained from the gyroscope. Consider the following for

the sake of equation simplicity:
crane_boom __

qworld - lvjvq, (3'4)

The angular velocity in quaternion form ® @y, and quaternion derivative qu'wk at time #; are

related by the following equation:

1
b . b b
wqw,tk = _5 wq,lk ® wqtk_|7 (35)
where qu,k_l is previous estimate of quaternion. The matrix form of above equation is given

below:
evqutk = Q(bo‘)tk) lvjvqtk,p (36)

0 bwtkT

o) = bay, —[Payx]

, (3.7)
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where ? oy, X 1s a cross-product matrix associated with angular velocity b @y, at time 7. The
orientation of crane boom frame (b) relative to the fixed-world frame (w) at time #, qu,k is

computed by integration of the quaternion derivative and the sampling period Ar:
ﬁqu,tk - lvjvqfkfl + ?Vq‘w,tkAt' (3.8)

Crane boom roll and pitch correction by accelerometer The gravity vector measured
by the accelerometer ’a is transferred from the crane boom frame to the fixed-world frame

by using the inverse predicted quaternion ;) g, from Eq. 3.8 as given below
R(Jqw) Pa= "g,. (3.9)

The predicted gravity " g, have small deviation from real gravity vector *g; therefore Aggcc

which rotates g, into g is computed as:
R(AQacc> Wg = ng~ (310)

If we write g and " g, in vector form then Eq. 3.10 become as

8x
=& - (3.11)
8z

R (Aq acc)

- O O

By simplifying the Eq. 3.11 , we can get

T

_ g+l _ 8y x
Aq““_{ 2 V20gA1) V/2(g:+1) o (3-12)

where g,,g, and g; are the x,y, and z components of acceleration measured by the accelerom-

eter which are affected by high-frequency noise. Interpolation with identity quaternion g;
is used to minimize that accelerometer noise. Two different interpolation approaches are
used based on the angle Ago,.c between g and Aqgec. If Agoace 1s greater than a predefined
threshold value € (Agogce > €), linear interpolation(LERP) is used as given below as follows
[78]:

Adace = (1= @)qr + 0tAqacc, (3.13)

where « is the gain that represents the cut-off frequency of the filter [16]. By normalizing
the Eq. 3.13 we get
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/(]-\-- _ Aqace
||Aqacel|
If Agouce < €, spherical linear interpolation (SLERP) is used as given below as follows [78]:

(3.14)

—  sin([1 — a]Q) sin(aQ)
A cc — . .
Ga sinQ au sinQ

Aquce- (3.15)

Finally, this filtered quaternion A/q\acc is multiplied by the quaternion predicted by the gyro-
scope ? g and it provides the correction in roll and pitch component as given in the below
equation:

bd = 40 ® Aacc (3.16)

Crane boom yaw correction by magnetometer If the magnetic distortion detector does
not detect any distortion, the magnetic field vector ”m measured in the crane boom frame
is transformed to the fixed-world frame using the inverse predicted quaternion )¢’ from Eq.
3.16 as follows:

R(Vq)om= 1. (3.17)

where [ represents the rotated magnetic field vector. The next step is to find the delta
quaternion Agqg, Which rotates the vector / into the vector that lies on the xz-semiplane,

using the following equation:

Ly B+
R" (AGmag) |1, = 0 : (3.18)
I [

where Iy, 1y, and [, are x,y and z axes of /. As this delta quaternion performs a rotation only

along z-axis so other axes in quaternion Ag,,,, are set to zero as:

AQmag: [ACIOmag 00 Aq3mag:| (3.19)

By solving the system of equation Eq. 3.18 by substituting Ag.,, we will get following

equation as follows [78]:

_ | V/ITHLVT Ly
Admag = {—ﬁ 00 —m ) (3.20)

where
C=0+1 (3:21)



3.3 Mapping Module 21

To minimize the noise of the magnetometer, same LERF and SLERP is used as given in Eq.

3.13 and Eq. 3.15 and final quaternion is obtained as follows [78]:
0a = 1d ©Adiag (3.22)

This final quaternion represents the rotation of crane boom with respect to the fixed-world

coordinate frame.

3.2.3 Translation Parameters

The structural information (dimension) of the crane system is used to specify the translations
between coordinate frames. A 3D vector L provides the distance along x,y, and z axes
between frames “a" and “b" and is used as a translation between them. Fig. 3.3 shows all
translations between different frames in our system.

The tf2 broadcaster [21] of robot operating system (ROS) broadcasts the transformation
of all coordinate systems. Coordinate transformation messages are broadcasted each time
an update occurs about a specific transform of any frame, to keep track of the moving lidar
frame.

~

' Cloud 1 Request:

Time Interval
Tcm?;‘boom Tl‘gfioc#d Transformer I Cloud 2
wor
Cloud 3
Trotating_base ROS Cloud 4 Assembler assembl_e—scan
crane_boom tf2 (service)

(—L\

lid . I :
e Projector Response:
Cloud N Large Point Cloud
2D-LIDAR Rolling Buffer
\ J

Laser_scan_assembler

Fig. 3.5 Block diagram of mapping module.

3.3 Mapping Module

We build a 3D map during the sensor system’s motion using a laser-assembler [63], [82]. The
laser-assembler assembles individual laser scan lines of 2D lidar into a composite 3D point
cloud. Fig. 3.5 shows a block diagram of our mapping method. First the block “projector”
converts the lidar scans from polar coordinate to Cartesian coordinate (XYZ), named as

lidar frame. Because the lidar frame is in motion because of lidar motion, the next step is to
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Fig. 3.6 Block diagram of mapping correction module.

transfer the moving lidar frame to a fixed world frame to obtain a 3D view of the world. This
coordinate transformation is an important step to create a 3D map using a moving 2D-lidar.
The block “transformer" transforms the lidar measurements from the lidar frame to the fixed
world frame as

Pyorta = Tipm Plidar (3.23)

Then, the transferred lidar measurements are stored in a rolling buffer for a predetermined
time. Whenever a request is sent for a 3D point cloud, the rolling buffer sends out large

assembled transferred laser scans in Point Cloud (.pcd format).

3.4 Mapping Correction Module

Fig. 3.6 shows the proposed map correction approach. After the pre-processing step, we
extracted two types of planes: ground planes and vertical wall planes. After extracting the
planes, we constructed the pose graph using the sensor pose as internal nodes and plane
constraints as external nodes. A general graph optimization (g20) technique [43] was used to
optimize the constructed pose graph. We used the sum of squared distances between plane to
all points as the optimization criterion. The optimized sensor poses in the pose graph for each
scan line were used as a transformation matrix to modify the distorted data and minimize the

data distortion error.
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3.4.1 Pre-processing and Plane Extraction

Extracting reliable planes from 3D point cloud data is an important task in our approach.
Before extracting planes, the original point cloud data are pre-processed to filter out invalid
data (NaN values). The NaN values in point cloud data represent the erroneous and too far
points.The filtered data are used for extracting different planes. We use a RANSAC-based
plane extraction routine of point cloud library (PCL). First, we extracted a ground plane
by choosing a loosely defined threshold and subtracted the points belonging to the ground
plane from the pre-processed point cloud data. We then extracted one or more vertical wall
plane(s). The algorithm for Ground Plane Extraction and Wall Plane Extraction are given in
(Algorithm 1) and (Algorithm 2).

The original point cloud data are divided into frames, known as scan lines. The sensor
poses vary for each frame. We performed an index mapping that keeps track of index
information of the original point cloud data, the filtered point cloud data, and the point cloud
data of each extracted plane. Thus, the index mapping provides information about which
frame belongs to which plane. This information is required for pose graph construction. The
mapping information is also needed for scene reconstruction using the optimized sensor

poses.

Algorithm 1 Ground Plane Extraction.

Ensure:
Define ground plane extraction parameters:
ground_angle_degree, ground_distance_threshold, min_ground_plane_size,

ground_plane_cluster_Tolerance

while size of remaining plane points < threshold do
Extract the ground plane from the input cloud using parameters
Perform clustering on the extracted ground plane
Select the largest cluster plane from the ground plane clustering
Remove the extracted input cloud

end while

3.4.2 Pose Graph Construction

The pose graph presented in Fig. 3.7 is composed of internal and external nodes. The internal
nodes (pose nodes; light green color nodes) are defined for each frame in the point cloud
data. An edge, ¢; between pose node i — 1 and pose node i is represented by two parameters:
relative pose initially set to be an identity matrix, and an information matrix. The information

matrix values are chosen to be small values based on trial and error. The external nodes
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Algorithm 2 Wall Plane Extraction.

Define wall plane extraction parameters:
wall_angle_degree, wall_distance_threshold, min_wall_plane_size,
wall_plane_cluster_Tolerance
Define clustering parameters:
min_wall_segment_cluster_size, max_wall_segment_cluster_size,
wall_segment_cluster_Tolerance
Perform clustering on the remaining points after removing ground plane
for each cluster do
while size of remaining plane points in the cluster < threshold do
Extract a plane from the cluster
Remove the extracted plane points from the cluster
end while
end for

Wall Plane Node 1 Wall Plane Node N

Ground Plane Node

Fig. 3.7 Pose graph showing pose nodes, plane nodes and edges.
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are defined by the different plane constraints. The ground plane constraint is added as an
external node (red color nodes in Fig. 3.7); in this research, we assume that we have only one
ground plane. The edge between the ground plane node and the #;;, pose node is denoted as
egp;- One or more wall plane nodes are also added as external nodes (blue nodes in Fig. 3.7).
The edge between the k;;, wall plane node and the i, pose node is denoted as ey,),,. Such an
edge between a plane node and a pose node is added if the corresponding frame contains
points on the plane and is represented by the information matrix and the measurement error.
The information matrix values are chosen based on trial and error. The measurement error is
calculated based on the points-to-plane distance. For a pair of a plane and a pose node, the

measurement error is defined as:

K
E=Yd;}, (3.24)
j=1

where d ; is the perpendicular distance from point j to the plane and K is the total number
of points of the pose node belonging to the plane.

3.4.3 Pose Graph Optimization and Map Correction

The general graph optimization (g20) [43] is used to optimize the pose graph. In the
optimization principle, we used the sum of squared errors calculated using Eq. (3.24). At the
end of the optimization process, we obtained the sensor pose matrix for each sensor pose
node. The sensor pose matrix is then used to transform the point cloud for the corresponding
frame or scan line. Finally, we merge the transformed point cloud to obtain the corrected

point cloud data.

3.4.4 Successive and Iterative Data Correction

We perform our data correction process successively and iteratively as shown in Fig. 3.8.
Because in the beginning, the distortion error in the given point cloud data (PCD) is high,
we first extract only the ground plane from the given PCD using a loosely defined threshold.
After the first optimization and data correction process, distortion error is reduced, and we
can reliably extract more wall planes successively. Each time we extract one more plane and
add it to the pose graph, we again optimize the sensor pose and make data corrections.
When all wall plane constraints from the distorted 3D map are added to the pose graph,
we calculate the average of points to plane distance to measure the desirable accuracy. If
the average plane to points distance is below the specific threshold value, we use the sensor
pose information as a final sensor pose to modify the point cloud data and generate final

corrected map. Otherwise, we again extract all the planes with a reduced threshold value
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Fig. 3.8 Successive and iterative approach of pose optimization.
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Fig. 3.9 Crane model designed in Gazebo simulation environment. The boom of crane has
two types of rotations.



3.5 Plane Extraction Results 27

from the corrected data and repeat the optimization process until a desirable accuracy has

been reached.

Fig. 3.10 The featureless environment consisting of only walls.

Gyroscope = e
aussian Noise :
e —— + Compl(_amenlary Gaus_S|an
Bias Filter Noise
Magnetometer Noisy Gazebo IMU

Noisy Rotation Angles

Fig. 3.11 IMU designed in Gazebo simulator by adding noise and bias.

Table 3.1 Different Level of Noise Added to IMU .

Noise Noise in IMU design Noise in final rotation
Level | Gassusion | Linear | Angular Roll & Yaw
Noise Bias Bias Pitch (Degree) | (Degree)
level 1 0.01 0.01 0.01 0.5 1
level 2 0.01 0.01 0.01 1 2
level 3 0.05 0.05 0.05 1 2

3.5 Plane Extraction Results

Extraction of planes from a point cloud is executed across four distinct environments, each
showcasing unique characteristics: Illustrated in Fig. 3.14 is the outcome of plane extraction
within a simulated environment featuring simple walls. Fig. 3.15 displays the result of plane
extraction in a simulated complex construction environment. Within the modeled indoor
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(b)

(©

Fig. 3.12 3D point cloud map built using three different levels of IMU noise. The color
indicates the height of each point. (a) 3D map built using IMU noise level 1. (b) 3D map
built using IMU noise level 2. (c) 3D map built using IMU noise level 3. The map is distorted
because of the high noise.
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(b)

Fig. 3.13 Result of mapping correction method. The color represents the height of each point.
(a) Before optimization the distorted point cloud. (b) After optimization the corrected point
cloud.
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crane environment, as depicted in Fig. 3.16, the extracted planes are exhibited. Fig. 3.17

portrays the plane extraction results within the outdoor Kobelco environment.
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Fig. 3.15 plane extraction outcomes in a complex construction simulation environment.

The indices assigned to points on planes play a vital role in monitoring the 2D LiDAR
scan positioned on the plane. These indices play a key role in establishing a direct correlation
between the points within the plane and the respective data points in the 2D LiDAR scan.
The objective of the plane extraction algorithm is not solely to recognize and extract planes
within a point cloud but also to record the indices of all the 2D LiDAR scan points associated

with each identified plane.
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Fig. 3.16 Displaying the extracted planes within the modeled indoor crane environment.
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Fig. 3.17 Visual representation of plane extraction results within the outdoor Kobelco envi-
ronment.
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Fig. 3.18 illustrates the plane extraction process, showcasing the identification of planes
within a simulated environment featuring simple walls. Additionally, it highlights all points
from the 2D LiDAR scan line that belong to each plane. Moving forward, Fig. 3.19 provide
a similar visualization, demonstrating the plane extraction process in the outdoor Kobelco
environment. These figures emphasize the accurate identification and highlighting of all

points associated with planes in the 2D LiDAR scan lines within the specified outdoor setting.

Fig. 3.18 Simulated Environment - Plane extraction and 2D LiDAR scan line points high-
lighting with simple walls.

3.6 Simulation Results

We first evaluated the proposed method in a simulation environment. For simulation, we used
Gazebo simulator [25] and ROS environments. In Gazebo, a crane robotic model is designed
as shown in Fig. 3.9. The size of the crane is shown in the Fig. 3.9. A crane boom can rotate
along two axes: up-down and horizontal directions. ROS joint trajectory control is used to
control both rotations. The sensor system comprising a 2D-lidar, a rotating base, and IMU is
attached to the crane boom. We evaluated our proposed method in two different environments.
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Fig. 3.19 Outdoor Kobelco - Plane extraction and 2D LiDAR scan line points highlighting in
the outdoor environment.
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The supplementary video of the results is available at https://youtu.be/UH8QB7AKUk4. The
description of each environment and results are provided below.
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Fig. 3.20 Analysis the 3D mapping results in simulation environment-1 before and after
mapping correction. The color represents the error (cloud-to-cloud distance between ground
truth and point cloud obtained by the proposed method) (a) Point-to-point distances before
mapping correction. (b) Distribution fitting of point-to-point distances before mapping
correction. (c) Point-to-point distances after mapping correction. (d) Distribution fitting of
point-to-point distances after mapping correction.

3.6.1 Simulation Environment-1

The first simulated environment is an open-sky featureless environment comprising simple
three walls, as shown in Fig. 3.10. The space enclosed by all three walls is 120 m by 120 m.
We scanned this space to build a 3D map of the environment using the proposed method. The
crane having sensors on its boom is placed in the center of the space. The noise of the IMU
affects the accuracy of the point cloud map. To evaluate the impact of noise on the point
cloud map, different noise levels (Table 3.1) are added to the IMU, as shown in Fig. 3.11.
We built 3D maps during an arbitrary motion of the crane boom. Fig. 3.12 shows the 3D
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Table 3.2 Optimization performance after each iteration.

Before Mapping After Mapping Correction
Correction Iteration-1 Iteration-2 Iteration-4
Mean | GSSE Mean GSSE | Mean | GSSE | Mean | GSSE
GP | 0.1613 | 437.16 | 0.02551 | 118.48 | 0.0152 | 41.44 | 0.0105 | 21.40
WP-1 | 0.1475 | 187.46 | 0.0555 | 81.64 | 0.0353 | 35.13 | 0.0123 | 10.95
WP-2 | 0.1491 | 153.84 | 0.0349 | 47.57 | 0.0241 | 21.24 | 0.0114 | 08.37

(b) (©)

Fig. 3.21 The results of LOAM implemented in simulation environment-1. (a) Reduced area
of simulation environment-1 by bringing walls closer to each other. (b) LOAM results during
static crane boom. The color represents the height of each point. (c) LOAM results during
moving crane boom. The color represents the height of each point.

point cloud maps built for different levels of noise. The color represents the height of each
point. As the noise level increases (from level 1 to level 3), the distortion in the point cloud
map also increases. For mapping correction in simulation, we used a threshold of 0.4 m and
0.01 m for the initial and the subsequent plane extraction, respectively. Fig. 3.13 compares
the results before and after optimization-based mapping correction. The color represents the
height of each point. The mapping correction reduces the effect of noise to build a corrected
3D map.

To evaluate the validity of our proposed method, the 3D map built by the proposed method
is compared with the ground truth. The ground truth is obtained from the simulation model.
The cloud-to-cloud distance (point-to-point distance) between both point cloud maps is
calculated using cloud compare [15]. Fig.3.20 shows the result of the point-to-point distance
before and after mapping correction using a color scale map. The blue color shows a smaller
distance, while the red color represents a larger distance. From Fig. 3.20(a), before mapping
correction, many points are in red and yellow indicating large errors. The error in the 3D
point cloud map scatters randomly because it is due to random sensor noise. Fig. 3.20(b)
shows the distribution fitting graph of point-to-point distances. After mapping correction,

most points in Fig. 3.20(c) are blue and green, proving that the mapping correction approach
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was effective in reducing errors in the map caused by sensor noise. Thus the proposed
method builds an accurate 3D map and minimizes errors. Fig. 3.20(d) shows the distribution
fitting graph of point-to-point distances. It shows that the point cloud map created using the
proposed method is close to the ground truth. Table 3.2 shows the mean of a plan to point
distance for points belonging to the wall planes (WP-1 and WP-2) and a ground plane (GP)
for iterations(1 to 4). It also shows the global sum of squared errors (GSSE) for these planes
on each iteration (1 to 4). The GSSE is calculated as the sum of squared distances for all
points belonging to the plane. The pose graph optimization-based data correction technique
significantly reduces the GSSE for all planes in each iteration.

(b)

Fig. 3.22 Proposed method implemented in simulation environment-2. (a) Complex construc-
tion environment. (b) 3D point cloud map for complex construction environment. The color
represents the height of each point.
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We compare the proposed method with LOAM [90], which is a state-of-the-art 2D lidar
and IMU-based mapping method. In order to implement LOAM on the crane system, the
sensor system and rotating base parameters are configured in accordance with LOAM [90].
Because of LOAM’s limited range for mapping, the area of simulation environment-1 (Fig.
3.10) is reduced by bringing walls closer to each other, as shown in Fig. 3.21(a). Fig. 3.21(b)
and (c) show LOAM results for static and moving crane boom, respectively. The color
represents the height of each point. We found that LOAM can create a 3D map when the
crane boom is static but fails to build a 3D map when the crane boom is in motion. The
reason for the failure of LOAM during crane boom motion is twofold. Firstly, the crane
boom speed is higher than the rotating base speed, and the slowly-rotating lidar attached to
the crane boom faces large changes in pose, and LOAM fails to get a consistent 3D point
cloud and estimate such large pose changes. Secondly, the LOAM approach for estimating
lidar orientation using IMU does not produce correct results. Due to heavy vibration in a
crane’s boom, the estimated orientation values fluctuate and sometimes diverge. This wrong

orientation produces a distorted 3D map.

(b)

Fig. 3.23 LOAM method implemented in simulation environment-2. (a) Reduced area of
simulation environment-2 by bringing building closer to each other (b)LOAM results during
static crane boom. The color represents the height of each point. (c)LOAM results during
moving crane boom.

3.6.2 Simulation Environment-2

The proposed method was also tested in another complex construction site environment
shown in Fig. 3.22(a). The area of the construction site is 160 m by 160 m in size which is
scanned to build the 3D map. Fig. 3.22(b) shows the 3D map after the mapping correction.
In Fig. 3.22(b) the color represents the height of each point. Fig. 3.24(a) shows the point-to-
point distance between the generated and the ground truth map, and Fig. 3.24(b) shows the
distribution of point-to-point distances. The fact that the majority of the points in the 3D map
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Fig. 3.24 Analysis of simulation environment-2. The color represents the error (cloud-to-
cloud distance between ground truth and point cloud obtained by the proposed method) (a)
Point-to-point distances. (b) Distribution fitting of point-to-point distances.

are blue and some of them are green indicates that the distance between ground truth and the
point cloud created by the proposed method is not the same all over the map. This error is
due to the random noise in the sensor’s measurement. However, the majority of green spots
on the map, show that the map’s overall error is very low, which proves that the proposed
technique constructs an accurate 3D map. The distribution graph demonstrates that the cloud
produced using the proposed framework is reliable and close to ground truth.

We also evaluate LOAM in this environment. We reduced the size of simulation
environment-2 by moving the buildings closer to one another, as in the case of the first
environment (see Fig. 3.23(a)). The results for a static and moving crane boom are shown in
Fig. 3.23(b) and Fig. 3.23(c), respectively. The color represents the height of each point. We
discovered that when the crane boom is static, LOAM results are better in this environment
than in simulation environment-1 thanks to a sufficient number of features. However, LOAM

fails to make a consistent map in the dynamic case.

Table 3.3 Optimization performance of mapping correction method.

Before Map Correction After Map Correction
Mean SD GSSE Mean SD GSSE

GP | 0.01494 | 0.01884 | 14.1373 | 0.01287 | 0.01809 | 12.8541
WP-1 | 0.03299 | 0.04431 | 55.3265 | 0.01787 | 0.02798 | 35.0048
WP-2 | 0.04463 | 0.04521 | 29.5326 | 0.04807 | 0.03850 | 28.6269
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Fig. 3.25 Crane model and sensor system used for experiment are shown. The sensor system
is attached to the crane boom.

Fig. 3.26 Connection between sensors and PC.
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Fig. 3.27 3D point cloud map of environment built during experiment when crane boom is in
continuous motion. The color represents the height of each point.
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Fig. 3.28 Result analysis of real world experiment. The color represents the error (cloud-to-
cloud distance between ground truth and point cloud obtained by the proposed method) (a)
point-to-point distance of two 3D maps (b) Distribution fitting of point-to-point distance.
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3.7 Experiment Using Model Crane

The proposed method tested in real-world experiments on a model crane (construction
machine) is shown in Fig. 3.25. The crane model was present in the indoor space which
consists of a 20 m by 10 m area. In the experiment, we used a sensor system comprising a
Hokuyo UST-20LX 2D lidar, an Orion Giken RHST-PA1L rotating base, and an XSENS
MTI-630 IMU attached to the crane’s boom. The connection between sensors and PC is
shown in Fig. 3.26. It illustrates the interconnections, cables, and data flow pathways that
facilitate the transfer of data from the sensors to the PC for further processing and analysis.
For constructing a 3D map, the rotating base of the 2D lidar rotates at a speed of 6 deg/sec.
For mapping correction, we employed a threshold of 0.6 m and 0.1 m for initial and final
plane extraction, respectively. Fig. 3.27 shows the 3D point cloud map built when the crane’s
boom is in motion. In the figure the color represents the height of each point. As we can
see in the figure, even when the sensor system is in continuous motion, we can obtain an
accurate point cloud map.

The 3D map created using the proposed approach was compared to the ground truth
map to evaluate the accuracy of our method. We use the map constructed while the lidar
is static as a ground truth. Fig. 3.28(a) shows the point-to-point distance between two 3D
maps using a color scale map showing the 0 to 2.5-m distance.The figure shows that most
of the points in the point cloud map are blue, some are green, and there are very few red
points. Red points in a few portions of the map show a large error. The reason for the large
error is that the static lidar used for ground truth misses certain areas of the environment,
whereas the boom-mounted lidar can scan a larger area when in motion. When we compute
the distance between the ground truth and the generated point cloud, the points of those areas
that are not available in the ground truth show a large error. The figure shows that the overall
error is very low, so the proposed technique can create an accurate 3D map. Fig. 3.28(b)
shows the distribution fitting plot of point-to-point distances between two clouds. The mean
point-to-point distance is 0.1480 m, with a standard deviation of 0.17856, and 74.490% of
points are less than 0.1789 m. Therefore, the point cloud map obtained using our method is
close to the ground truth, with very little point-to-point distance between them.

We also used points to plane distances to evaluate the impact of our map-correcting
approach. Table 3.3 displays the mean and standard deviation of plan-to-point distances for
points belonging to the wall planes (WP-1 and WP-2) and a ground plane (GP). For these
planes, it displays the global sum of squared errors (GSSE). The GSSE for all planes in each
iteration is considerably reduced by the map correction.

To analyze the accuracy of the trajectory estimated using the proposed method, we
computed the sensor system’s trajectory using a motion capture system and treated it as
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a ground truth. In Fig. 3.29, the lidar rotation estimated using the proposed method is
compared with the lidar rotation obtained using motion capture system. The figure shows
that during arbitrary motion of the crane boom, the lidar attached to the boom faces rotation
along three axes. The proposed method tracks the motion of the sensor system precisely.
We also performed another experiment by placing some boxes in the environment as
shown in the Fig. 3.30 (a) and the 3D map is shown in Fig. 3.30 (b). The boxes placed in the
environment and their corresponding 3D map are circled and marked with red arrows for

emphasis.
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Fig. 3.29 Compare of oddomatry and optimization with motion capture system.

3.8 Experiment Using Real Crane

In this experiment, the proposed 3D mapping method is put to the test using a large crane.

The detail of the experiment and result analysis is described as follows

(a) Sensors Setup

During the experiment, our setup involved utilizing a sensor system that consisted of a
SICK LD-LRS 3611, 2D lidar, and an XSENS MTI-630 IMU. These sensors were securely
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(a) (b)

Fig. 3.30 The boxes placed in the environment and their corresponding 3D map (a) Boxes
placed in the environment (b) Corresponding 3D map of environment.

mounted onto the crane’s boom for data collection and analysis as shown in Fig. 3.31. Fig.
3.32 presents the mechanical mounting of sensors on the crane’s boom using specialized
mounting plates. PC, and other devices (AC to DC converter, Ethernet switch, Power plug)

which enables the transmission of data from the sensors to the PC are shown in Fig. 3.33.

(b) Experimental Setup

The large crane which is used the experiment and the location where the experiment was
conducted is shown in Fig. 3.34, and Structural information of crane used in the proposed

method for the 3D mapping is shown in Fig. 3.35.

(c) Data Acquisition Procedure and Mapping Result

We activate the sensors and record data while the crane boom is in motion. To test the
robustness of our approach against variations in crane boom rotation speed, we conducted a
series of experiments at different rotation speeds. Additionally, to analyze the effectiveness
of the proposed method in handling different crane boom trajectories, we varied the trajectory
during the experiments. The Table 3.4 presents the details of the crane boom rotation speed,
boom pitch rotation, and boom yaw rotation cycles used in each experiment. The 3D mapping
results of different experiments with varying crane boom yaw rotations at different speeds
are presented in Fig.3.36 and Fig.3.37. Fig.3.36 shows the results of experiments conducted
with the crane boom pitch angle set to approximately 40 degrees and Fig.3.37 shows the
results when crane boom pitch angle was set at approximately 80 degrees.
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Fig. 3.32 Mechanical mounting of sensors on the crane’s boom.
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Fig. 3.33 Sensors attached to crane.

Fig. 3.34 The crane and the location where the experiment was conducted is shown.
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Fig. 3.35 Structural information of crane used in the proposed method for the 3D mapping.
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Table 3.4 Details of Crane Boom Rotation Speed, Boom Pitch Rotation, and Boom Yaw
Rotation Cycles.

Exp. | Crane Boom Position Boom Yaw Angle Rotation

No. | Speed (Pitch Angle)
1 Slow | Max. down (40 deg) Complete clock-wise cycle
2 Fast | Max. down (40 deg) Complete anti-clock-wise cycle
3 Fast | Max. down (40 deg) | 2 Complete cycle (Clock-wise Anti-clock-wise)
4 Slow | Max. down (40 deg) | 2 Complete cycle (Clock-wise Anti-clock-wise)
5 Slow Max. up (80 deg) Complete clock-wise cycle
6 Fast Max. up (80 deg) Complete anti-clock-wise cycle
7 Fast Max. up (80 deg) 2 Complete cycle (Clock-wise Anti-clock-wise)
8 Slow Max. up (80 deg) 2 Complete cycle (Clock-wise Anti-clock-wise)
9 Fast | Changing pitch angle | 2 Complete cycle (Clock-wise Anti-clock-wise)
10 | Slow | Changing pitch angle | 2 Complete cycle (Clock-wise Anti-clock-wise)

(a) Boom yaw angle complete clock-wise cy- (b) Boom yaw angle complete anti-clock-wise
cle at slow speed (Exp. 01 in table 3.4). cycle at fast speed (Exp. 02 in table 3.4).

(c) Boom yaw angle complete two cycle (d) Boom yaw angle complete two cycle
(clock-wise and anti-clock-wise) at fast speed (clock-wise and anti-clock-wise) at slow
(Exp. 03 in table 3.4). speed (Exp. 04 in table 3.4).

Fig. 3.36 The 3D mapping results of experiments with varying crane boom yaw rotations at
different speeds are presented. These experiments were conducted with the crane boom pitch
angle set to 40 degrees.
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(a) Boom yaw angle complete clock-wise cy- (b) Boom yaw angle complete anti-clock-wise
cle at slow speed (Exp. 05 in table 3.4). cycle at fast speed (Exp. 06 in table 3.4).

\\ s /\ -
(c) Boom yaw angle complete two cycle (d) Boom yaw angle complete two cycle
(clock-wise and anti-clock-wise) at fast speed (clock-wise and anti-clock-wise) at slow
(Exp. 07 in table 3.4). speed (Exp. 08 in table 3.4).

Fig. 3.37 3D mapping results of experiments involving diverse crane boom yaw rotations
at various speeds. Throughout these experiments, the crane boom pitch angle was set at 80
degrees.
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Fig. 3.38 3D Mapping results before optimization. The ground plane is curved, and the walls
plane are bent.

(d) Results of Pose Graph Optimization

3D Mapping results before optimization is shown in Fig. 3.38. As we can see in the 3D map
in Fig. 3.38, the ground plane is curved, and the walls are bent. It is due to accumulations
of different types of errors, such as sensor noise, alignment errors, and inaccuracies in the
structural information of the crane. To minimize these errors, we applied the proposed pose
graph optimization using plane constraints. Different plane constraints used in pose graph
optimization are shown in Fig.3.39, and 3D mapping results after optimization are shown in
Fig.3.40, and we can see the 3D map is corrected and the ground plane and wall planes are

straight now.
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Fig. 3.39 Different plane constraints used in pose graph optimization are shown.
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PP

Fig. 3.40 3D mapping results after optimization. The 3D map is corrected and the ground
plane and wall planes are straight.
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3.9 Conclusion

This chapter presented a unique technique for large-scale 3D mapping for cranes using a
slowly-rotating lidar and an IMU attached to the crane boom. The method can generate an
accurate 3D map under arbitrary crane motion during lidar scanning. We use a complementary
filter in series with moving average filtering, combined with the structural information of the
crane, to estimate the sensor pose at each scan, even under the boom vibration. Using the
estimated sensor poses, we convert a set of 2D scans into a 3D point cloud map. To further
improve the map, we also developed a new pose graph optimization approach that extracts
planar structures in the environment and introduces them as additional nodes in the pose
graph. We evaluated the proposed method in simulation and real-world experiments. The
experimental results show that our method can effectively estimate the sensor trajectory and
build an accurate 3D point cloud map and outperforms one of the state-of-the-art methods.
In the current implementation, pose estimation using IMU can run in real-time, while the
map correction part takes a long time for large-scale mapping. Developing a more efficient

map correction algorithm is future work.



Chapter 4

IMU-based Neural Network Approach
for Real-time Sensor Pose Estimation
and 3D Mapping

4.1 Introduction

This chapter introduces a method for neural network-based real-time pose estimation using
an IMU (inertial measurement unit) and its application in large-scale 3D mapping using a
slowly rotating 2-D LiDAR. In this method, a neural network consisting of a convolutional
neural network (CNN) and long short-term memory (LSTM) is employed to estimate the
change in pose. Firstly, online pre-filtering using a low-pass filter is implemented on the time
windows of IMU measurements before feeding them as the input to the neural network to
estimate the change in position and rotation of the sensor. After that, the estimated sensor
pose is used to register the scans of 2D-rotating LiDAR to build a large-scale 3D map. The
proposed method is tested in a gazebo environment by attaching the sensors to a crane boom.
In this study, we also investigate the impact of different time windows of IMU measurements
on the accuracy of pose estimation by the neural network.

In this chapter, first, we introduced online window-based low-pass filtering on IMU
measurements before passing these measurements to neural network[71] to minimize the
effect of sensor vibration and sensor noise and to get more accurate odometry results.
Secondly, we modified the method of IMU data flow in the neural network proposed in[71]
to get real-time odometry and implemented it for the 3D-mapping applications. We also

analyze the effect of the window size of a sequence of IMU measurements for data flow in a
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Fig. 4.1 Block diagram of proposed method.

neural network on the accuracy of estimation. We trained different models with different size
windows and tested those models to compare the accuracy of predicted odometry.
The main contributions of this work are

* We applied real-time filtering to IMU readings prior to using them in a neural network

to minimize the noise and vibration impacts in tough environments.

* We analyze the effect of different time windows for IMU measurements on the accuracy
of pose estimation.

* We build a large-scale real-time 3D mapping using slowly-rotating 2D-LiDAR.

4.2 Overview of proposed mapping framework

The proposed technique uses a sensor setup that includes 2D-LiDAR, IMU, and a rotating
base to create a 3D map of the environment. The 2D-LiDAR is fixed on a rotating base and
IMU is placed near a rotating base. This sensor system is attached to the boom of a crane. A
boom of a crane moves during performing any task so our goal is to build a 3D map during
that motion of the sensor system.

Fig. 4.1 shows the block diagram of proposed method. In proposed method a window

consists of predefined number of sample of accelerometer Ezf?b and gyroscope W;’b 1s used for
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prefiltering. First FFT analysis is implemented on a sliding window to compute the cutoff
frequency f. for the low-pass filter. After that low-pass filter is applied to noisy IMU and
cutoff frequency, the change in position Ap and rotation, Ag of rotating-base is estimated by
applying neural network to the filtered window data. The pose of the rotating base in form of
a position vector and quaternion at the current time ¢ is estimated by transferring the Ap and
Agq from the IMU body frame to the fixed-world frame using the following Eq.

P, =P _1+R(q:—1Ap), 4.1)
qr = qi1-1 ®Aq, 4.2)

where p,_; and g, is previous position and orientation and p; and ¢; is the current position
and orientation. The R(g) is the rotation matrix for ¢, and ® is the Hamilton product. The
encoder of the rotating base provides the angle of rotation of the LiDAR sensor with respect
to the rotating base.

The rotating angle is converted to quaternion to get the transformation from the rotate-
base frame to the LiDAR frame. The transformation of the LiDAR frame to a rotating-base
frame and transformation of the rotate-base frame to a fixed-world frame is broadcasted by
ROS-tf2. The LiDAR scan is first converted from polar coordinate to cartesian coordinate
and then transferred to the fixed-world frame. Finally, the LiDAR scans in the fixed-world

frame are assembled to gather to get a 3D map of the environment.

4.3 Real-Time 6-DOF Odometry Using Neural Network

For 6-DOF odometry estimation, we use the same network architecture as described in
[71], but we modify the approach for IMU data flow in the network architecture. In [71], a
window of 200 frames of 3-axis accelerometer a and gyroscope w is used as input, and the
relative pose between the 95th frame and 105th frame of the window is used as output. It
is mentioned in [71] that both past 100 and future 100 IMU measurements frames impact
the regressed relative posture, but in reality, the future IMU measurements cannot affect the
past relative pose; only past IMU measurements have an impact on future pose estimation.
Another issue in the data flow approach given in [71] is that it cannot be used for real-time
pose estimation. For example, for an IMU with a frequency of 100Hz, if we provide past 200
samples of IMU measurements from the current time ¢ to  — 2 as input to a neural network,
we get the relative pose of the past time r — 1. To solve this issue and obtain real-time pose

from the network, we use two different approaches, as detailed in Section 4.3.3.
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Fig. 4.2 Network architecture used in proposed method.

4.3.1 Low Pass Filter

In our case IMU sensor is attached to the boom of the crane and faces a lot of vibrations
which affects the IMU measurements so to minimize the noise of IMU measurements, a low
pass filter is designed as given in [73]. This step is data pre-processing that aims to provide
a cleaner version of sensory input by removing errors caused by vibration, mechanical,
electrical, and signal processing flaws. The window of samples of IMU measurements is
passed through a low pass filter before using it as an input to the neural network. In lower
pass filter signals with frequencies lower than a specific cutoff frequency are passed through,
whereas signals with frequencies greater than the cutoff frequency are attenuated. Online
FFT analysis is implemented on the IMU samples window to estimate the cutoff frequency
for that window.

4.3.2 Network Architecture

As demonstrated in Fig. 4.2, the network is built on CNN combined with LSTM, which gives
excellent performance for problems that require sequence processing [35]. The input is IMU
data in a window of a pre-defined number of frames, each frame consists of 3-axis angular
velocity and 3-axis acceleration. 1D convolutional layers with 128 features and a kernel
size of 11, first process the gyroscope and accelerometer data separately. A max-pooling
layer with a size of 3 is utilized after two convolutional layers. The output of these layers is
concatenated and fed to 128-unit bidirectional LSTM layers. The network used a two-layer
stacked LSTM model, in which a bidirectional LSTM produces a full sequence, which is
then fed into a second bidirectional LSTM. To avoid overfitting, a dropout layer with a 25%
rate is inserted after each LSTM layer. Finally, a fully connected layer provides an output of

relative pose in form of position vector and quaternion.
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Fig. 4.3 windows size of 200 samples used to feed data into the neural network.

4.3.3 IMU Data Flow in Neural Network

We employed two distinct approaches to generate windows of successive IMU measurements
in order to feed data into the neural network. The first approach is based on windows consist-
ing of repeated IMU measurements as shown in Fig. 4.3. We can see IMU measurements
from #1( to 200 used in the first window are repeated in the second window. In this approach,
a stride of 10 new IMU measurements is added to each new window. The relative pose to
be regressed from this given window is the one that occurred between the newly added 10
frames of IMU measurement (frame number 190 and frame number 200 if a window size
of 200 samples is used). In this case, we can get the current change in pose after every 10
frames.

In our second approach, IMU measurements are not repeated in windows. Every window
use new IMU measurements as shown in Fig. 4.4. The relative pose between the first frame
and the last frame of the window is the pose to be regressed from the given window. The
drawback of this approach is that it introduces a delay in updating the relative pose, because
IMU measurements are not repeated we have to wait for new IMU measurements for every
new window. For training in this approach, a lot of IMU data is needed.

Both approaches, the windows based on repeated IMU measurements (Fig. 4.3) and
windows do not use repeated IMU measurements (Fig. 4.4) are tested with different window
sizes such as 26, 50, 200. Mostly in literature [71, 85, 12] a window size of 200 samples are

used as input.
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Fig. 4.4 windows size of 50 samples used to feed data into the neural network.

As seen in Fig. 4.3 and Fig. 4.4 the translation vector and quaternion based format is
utilized for relative pose which is computed using pervious and current position (F_1, F;)
and orientations (g;_1, g;) associated with a specific IMU data window as follows:

AP =R(q;—1)(Pi — P 1) (4.3)

Ag=conj(q;—1)®q; (4.4)

4.3.4 Pose Distance Metric

In our case quaternions is used for 6-DOF pose representation so loss function is the geometric
difference between the ground truth pose (p,q) and the predicted pose (p,§) which is defined
below as follows [71]

Lpg = |[P—P| (4.5)

Log = 2.||imag(§ — conj(q))| (4.6)

where Lpg and Lgg is loss function for position and quaternion. We used multi-task learning

for the Metric Balancing as described in [71].

4.3.5 Sensor Data Collection For Training

To train the neural network, data of accelerometer and gyroscope of IMU, and data of change
of position and rotation in terms of a quaternion are required. For data collection, a trajectory
for the motion of the boom of the crane is designed. The trajectory consists of two rotations:
one is yaw rotation and another is pitch rotation of crane boom as shown in Fig. 4.5. The
algorithm for a trajectory is given in Alg. 1. ROS Joint Trajectory Action is used to control
the trajectory of the boom of the crane in the Gazebo. Three-hour data is collected during the
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Fig. 4.5 Sensor system attached on boom of crane system and two different types of boom of
rotations.

X (m)

Fig. 4.6 Trajectory followed by sensor system.

crane boom following the trajectory. The trajectory followed by the sensor system attached
on boom of crane is shown in Fig. 4.6. The horizontal circular lines in Fig. 4.6 are due to
yaw rotation of boom and the vertical lines in trajectory (Fig. 4.6) is due to pitch rotation of
boom. The radius of horizontal lines at bottom is higher than the radius of horizontal lines at
top.
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Algorithm 3 Trajectory of crane boom for data collection.

Ensure:
Define initial value for yaw and pitch angle
Define start point for yaw and pitch cycle
Define the rotating speed of boom

while duration < defined time do
duration <— change in time

if yaw angle > 180 then

Change the direction of yaw rotation
else if yaw angle < 0 then

Change the direction of yaw rotation
else if pitch angle > 80 then

Change the direction of pitch rotation
else if pitch angle < 30 then

Change the direction of pitch rotation
end if

if yaw cycle = True then

yaw angle = yaw angle + yaw increment
else if pitch cycle = True then

pitch angle = pitch angle + pitch increment
end if

if yaw cycle is completed in both clockwise and anti clockwise direction then
yaw cycle <— False
pitch cycle < True
Change the start point of yaw cycle

else if pitch cycle is completed in both clockwise and anti clockwise direction then
pitch cycle < False
yaw cycle <— True
Change the start point of pitch cycle

end if

end while
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Fig. 4.7 Block diagram of mapping module.

4.4 Real-Time Mapping

We build a 3D map during motion of sensor system using laser-assembler [63], [82]. The
block diagram of our mapping method is shown in Fig. 4.7. Firstly the block “projector”
in Fig. 4.7 converts the LiDAR scans from polar coordinate to Cartesian coordinate (XYZ)
we named it as a LiDAR frame. As the LiDAR coordinate frame is in motion because of
LiDAR motion, the next step is to transfer the moving LiDAR coordinate frame to a fixed
world frame in order to get a 3D view of the world. This coordinate transformation is an
important step to create a 3D map by using a moving 2D-LiDAR. The block “transformer"
in Fig. 4.7 transforms the LiDAR measurements from LiDAR frame to fixed world frame as

Prorid = T2 Prigar 4.7)

After that, the transferred LiDAR measurements are stored in a rolling buffer for a pre-
determined time. Whenever a request is sent for a 3D point cloud, in response to the request

the rolling buffer sends out a large assembled transferred laser scans in PointCloud format.

4.5 Simulation Setup and Results

The proposed method is verified by simulation in the Gazebo simulator. A crane model is
designed as shown Fig. 4.5, and the sensor system comprises of 2D-LiDAR, rotating base,
and IMU attached to the crane’s boom.
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Fig. 4.8 Noisy imu data vs filtered imu data (wx, wy, wz represents the x,y,z axes of gyroscope
and ax, ay, az represents the x,y,z axes of accelerometer).

4.5.1 Training the Neural Network

Before training the neural network, we implement the low pass filter on noisy IMU sensor
data. The Fig. 4.8 shows filtered IMU data and raw IMU data and Fig. 4.9 visualize the
zoomed view of a portion of Fig. 4.8. In Figs. 4.8 and 4.9, the wy, wy and w; are x,y and 7
axes of IMU’s gyroscope and the a,, ay and a;, are x,y and z axes of IMU’s accelerometer.
We can see from these figures that the filter effectively reduces the noise of IMU data. After
filtering we train the neural network with filtered IMU data. We train the different models
using both windows approaches as described in section 4.3.5 (windows based on repeated
IMU measurements (Fig. 4.3) and windows do not use repeated IMU measurements (Fig.
4.4)). To check the effect of the selection of window size of IMU data on training we train
different models with three different sliding window sizes of 26, 50, and 200 as described
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Fig. 4.9 Zoomed view of noisy imu data vs filtered imu data (wx, wy, wz represents the X,y,z
axes of gyroscope and ax, ay, az represents the x,y,z axes of accelerometer).

in Table 4.1. The training and validation loss of each training model using windows based
on repeated IMU measurements (Fig. 4.3) is shown in Fig. 4.10. The neural network is
trained for 500 iterations and 10% of the training data is utilized as validation data. We can
observe in Fig. 4.10 that changing the window size has just a little impact on the training and
validation loss. The model with the lowest validation loss during training is chosen as the
testing model. The best validation loss is found at epoch 200. The training and validation
loss of each training model using windows that do not use repeated IMU measurements (Fig.
4.4) are shown in Fig. 4.11. In this case, the neural network is trained for 800 iterations and
we can observe how the size of the windows affects the model loss. As we can notice in the
Fig. 4.11 the training and validation losses for window size 26 are the minimum, whereas the
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Fig. 4.10 Model loss using windows approach based on repeated IMU measurements (Fig.
4.3) for different window sizes.
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Fig. 4.11 Model loss using windows approach which do not use repeated IMU measurements
(Fig. 4.4) for different window sizes.

losses for window size 200 are the highest. In this case, a shorter window makes the training

of neural networks easier so losses are less for a shorter window.

4.5.2 Testing the Neural Network

To test the neural network models as given in Table 4.1, we collected data from an accelerom-
eter, gyroscope, and ground truth of pose during the moving boom of the crane in the gazebo.
The data is used to test all trained models to predict the change in pose. The difference
between the predicted pose and the ground truth, for the windows approach which does
not use repeated IMU measurements (Fig. 4.4) are shown in Fig. 4.12. The difference
between predicted pose and ground truth for the windows approach based on repeated IMU

measurements (Fig. 4.3) are shown in Fig. 4.13. The error for window size 26 is much higher
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Table 4.1 Different Parameters of data used for training the different models .

Window size | RMSE for windows | RMSE for windows
based on (Fig. 4.3) | based on (Fig. 4.4)
26 3.8396 0.9069
26 (Filtered) 3.6278 0.7272
50 1.4250 0.2481
50 (Filtered) 1.2025 0.1374
200 0.6163 0.1322
200 (Filtered) 0.5123 0.1166
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Fig. 4.12 Error of estimated trajectory of different window size using windows approach
which do not use repeated IMU measurements (Fig. 4.4).

than the error for window sizes 50 and 200 for both windows approaches (repeated IMU
measurements Fig. 4.12 and non-repeated IMU measurements Fig. 4.13), indicating that
this size of the window does not contain enough features for training the neural network and
producing a good estimate of the pose. When the errors of both windows techniques (Fig.
4.12 and Fig. 4.13) are compared, we can observe that the windows approach that does not
employ repeated IMU measurements (Fig. 4.4) has less error than the window strategy based
on repeated IMU measurements (Fig. 4.3). In Fig. 4.12 the maximum error is +2.5m for x
and y axes of trajectory while in Fig. 4.13 the maximum error is £5m for x and y axes of
trajectory. Because the window based on repeated IMU measurements uses the same IMU

data during training, it has a higher probability of memorizing some patterns. In this case
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Fig. 4.13 Error of estimated trajectory of different window size using windows approach
based on repeated IMU measurements (Fig. 4.3).

the accuracy of prediction is affected when unseen IMU data is used. The drawback of not
repeating the IMU measurements-based window approach is that it causes a delay in updating
the relative posture since more new IMU readings are required for each new window. The
root means square error of the estimated trajectory using different windows approaches and
sizes are shown in Table 4.1. As we can see in Table 4.1 the predicted trajectory error for
window size 26 is highest because the length of the window is not enough for filtering, and
this small window length has also not enough features which can be used for learning. On
another side, window size 200 has the lowest trajectory error; that is why we selected window

size 200 in our system.

4.5.3 3D Mapping Result

For mapping purpose, 6D pose is estimated using windows approach without repeating IMU
measurements (Fig. 4.4). The estimated 6D trajectory is used to register the LiDAR scan
to build a 3D point cloud map of an environment. The gazebo environment is shown in
Fig. 4.14(a) and point cloud 3D map is shown Fig. 4.14(b). We can see the map is not very
accurate because of the error in the estimated pose. These results can be improved if we get
more accurate 6D pose estimation using the integration of learning-based inertial odometry
and traditional integration-based method and by introducing the close loop during registering
the LiDAR scan.
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(a) (b)

Fig. 4.14 Mapping Results. (a) Gazebo Environment used for 3D mapping. (b) 3D map of
environment.

4.6 Conclusion

This research presents a method for large-scale 3D mapping and neural network-based real-
time odometry using an IMU (inertial measurement unit) and a slowly rotating 2-D LiDAR.
In this technique, the window of IMU readings is pre-filtered using a low-pass filter before
being sent as input to the neural network to estimate the change in position and rotation.
A convolutional neural network (CNN) and LSTM make up the neural network (LSTM).
To create a large-scale map, the predicted sensor pose is utilized to register the scans of a
2D-rotating LiDAR. The proposed approach is tested in a gazebo environment. The limitation
of the proposed method is that 3D mapping is not very precise. Our future work includes
firstly the integration of learning-based inertial odometry and traditional integration-based
method to get more accurate 6D odometry and secondly minimizing the mapping error by
introducing the close loop during registering the LiDAR scan.






Chapter 5

Multi-sensor Fusion-based Real-time
Sensor Pose Estimation and 3D Mapping

5.1 Introduction

This chapter describes a method for sensor pose estimation, as well as creating large-scale 3D
maps, for construction cranes equipped with a sensor system consisting of a camera, 2D lidar,
and IMU. To tackle the challenges posed by the crane boom’s complex motion, we utilize
an Extended Kalman filter (EKF) to improve the accuracy and reliability of sensor pose
estimation. By combining pose estimates from Visual-Inertial Navigation System (VINS)
with data from an additional IMU, we estimate the scale value of a monocular camera. This
scale value, obtained from the EKEF, is then integrated into the VINS algorithm to refine the
previously estimated scale value. Slowly rotating 2D lidar is used to build a 3D map. Since
there is limited overlap between 2D lidar scans, we leverage the estimated pose to align and
construct a comprehensive 3D map. Additionally, we thoroughly evaluate the effectiveness
of the latest VINS techniques, as well as the EKF-enhanced VINS approach, in the specific
context of crane operations. Through comprehensive performance assessments conducted
in both simulated and real environments, we compare the EKF-added VINS method with
state-of-the-art VINS techniques. The evaluation results demonstrate that the EKF-added
VINS method accurately estimates sensor poses, leading to the generation of high-quality,
large-scale 3D point cloud maps for construction cranes.

Generally, to estimate scalem, VINS based on a monocular camera uses the combined
data from inertial and visual sensors at initialization stage. If the visual information is

insufficient, ambiguous, or noisy, it may have an adverse effect on the scale estimation’s
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Fig. 5.1 Over all block diagram of proposed method.

accuracy, which will then have a bad impact on the system’s overall performance and finally
on pose estimation.

In our proposed method, we employed an Extended Kalman filter (EKF) to continuously
update the scale value and to enhance the accuracy and reliability of sensor pose estimation
in challenging crane boom trajectories. This was achieved by integrating the pose estimates
from VINS with data from an additional IMU. The pose used in EKF for fusion is estimated
using VINS and we implement the EKF-based approach on four different VINS meth-
ods: VINS-MONO [58], VINS-Fusion [60, 59, 57], Multi-state Constraint Kalman Filter
(MSCKEF) algorithm [50], Robocentric visual-inertial odometry (R-VIO) [33]. Furthermore,
we evaluate the effectiveness of these four cutting-edge VINS techniques, as well as EKF
added VINS techniques, in the specific context of a crane system. We assess the performance,
suitability, and effectiveness of these methods, focusing specifically on their application in
crane operations.

The scale value obtained from the EKF is then incorporated into the VINS algorithm to
update the previously estimated scale value. This approach effectively addresses one of the
limitations of VINS, which previously relied on an initial scale parameter estimated during
the initialization step for a monocular camera. By integrating the EKF for continuous scale
estimation, the VINS algorithm becomes more robust and accurate in its scale estimation
process.

The main contributions of this study are as follows:
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* EKF is used to continuously update the scale value, thereby improving the accuracy

and reliability of sensor pose estimation in complex crane boom trajectories.

» Evaluate the effectiveness, suitability, and performance of state-of-the-art VINS and

EKF-added VINS, with a specific focus on their applicability in crane operations.

* The proposed approach generates a more accurate 3D map for a crane by utilizing a
rotating 2D-Lidar mounted on the crane boom, and the pose estimation obtained from
the VINS and EKF added VINS techniques. The estimated pose is utilized to register
the 2D lidar scanlines, enabling the construction of an accurate and comprehensive 3D

map.

5.2 Overview of proposed Method

The proposed method is based on the integration of VINS based poses and additional IMU
to estimate more accurate and robust pose. The estimated pose is used to create a large-
scale crane map. As shown in block diagram of proposed method Fig. 5.1, the proposed
method consists on two main modules: Pose estimation module, and mapping modul. In
pose estimation module, 6 Dof pose is estimated using EKF which is used to fuse the pose
estimated by VINS [58] and measurements from acceleromter, gyroscope and barometer of
IMU. The mapping module receives lidar poses and 2D lidar scan and transforms 2D lidar
measurements to world frame to construct a 3D point cloud map. In following sections we

will explain each module in detail.

5.3 Overview of VINS

In this section, we provide a concise overview of VINS algorithms that were implemented
on a crane to estimate the trajectory of the sensor. For a more detailed understanding, we
recommend referring to the original papers. In this chapter, these algorithms were specifically
evaluated for their application on a crane. The objective of this comparison is to assess the
appropriateness of various VIO algorithms for sensor pose estimation and 3D map building

in crane operations.

VINS-MONO

VINS-MONO [58], is a versatile monocular visual-inertial state estimator. It utilizes a robust
initialization procedure and a nonlinear optimization-based approach that combines IMU
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measurements and feature observations. This results in accurate visual-inertial odometry.
The integration of a loop detection module enables efficient relocalization, and a 4-DOF pose
graph optimization ensures global consistency. Overall, VINS-MONO offers a reliable and
adaptable solution for precise localization applications.

VINS-Fusion

VINS-Fusion [60, 59, 57], an optimization-based multi-sensor state estimator, demonstrates
precise self-localization capabilities for various autonomous applications. Serving as an ex-
tension of VINS-Mono, VINS-Fusion supports a range of visual-inertial sensor combinations,
including mono camera with IMU, stereo cameras with IMU, and even stereo cameras alone.
Its key features encompass online spatial calibration (transformation between the camera and
IMU), as well as online temporal calibration, which accounts for the time offset between the

camera and IMU.

MSCKF

The MSCKEF algorithm [50], originally developed as the Multi-state Constraint Kalman Filter,
introduces a measurement model that captures the geometric constraints among camera poses
observing a specific image feature. Unlike traditional approaches that require estimating the
3D feature position, the MSCKEF eliminates this need by directly expressing the constraints.
The extended Kalman filter backend incorporates this formulation of the MSCKEF specifically
for event-based camera inputs but has been modified to handle feature tracks from standard

cameras as well.

R-VIO

R-VIO [33] is a lightweight and efficient visual-inertial navigation algorithm designed for
3D motion tracking by utilizing only a monocular camera and IMU. Unlike traditional
world-centric algorithms that estimate absolute motion with respect to a fixed global frame,
R-VIO focuses on estimating relative motion with higher accuracy with respect to a local
frame. The algorithm then incrementally updates the global pose through a composition step,
resulting in improved performance and precision.

To perform a thorough evaluation, we assessed the algorithms in various modes supported
by VINS. This included analyzing their performance with monocular + IMU, stereo without
IMU, and stereo + IMU configurations. By incorporating data from different sensors, we
gained valuable insights into the impact of sensor fusion on the performance of VINS

algorithms.
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5.4 Error-state Extended Kalman filter (ES-EKF)

The EKF formulation and algorithm are well known for integrating diverse sensors in order
to estimate the pose of the sensor [49, 81, 46, 47, 7]. Here, we focus on conveying important
implementation details. Our objective is to accurately estimate the scale value for a monocular
camera, the complete 3D pose (including all six degrees of freedom), and the velocity of a
sensor system attached to a crane boom during crane operation.

Fig. 5.2 illustrates the configuration of the sensors setup along with its associated
coordinate frames. The inertial sensor measures acceleration and rotational velocity along
three axes in IMU body frame. On the other hand, VINS supplies the 3D position and
attitude whih are referenced to a visual frame established at the initialization. The Error-state
EKEF is used to fuse inertial sensors measurements and pose estimated by VINS. This fusion
process enables the determination of the scale value for monocular cameras and improves

the accuracy and robustness of the pose estimation.
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Fig. 5.2 The sensor setup and coordinate frame attaced to each sensor is shown. Transforma-
tion between frames is represented by a rotation g and a translation p. The transformation
between IMU and camera frame have fixed values, which is highlighted in red.

5.4.1 Modeling Inertial Sensor

An inertial sensor commonly consists on accelerometer, gyroscope. Gyroscope measures
the angular velocity w at each time instance r. However, its measurements are affected by
a slowly changing bias b,, and noise n,, over time. As a result, the model representing the
gyroscope measurements is formulated as follows:

(5.1)

Wt :Wt _bW1 _nWt
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At time instance ¢, the accelerometer measures the specific force a;. However, its
measurements are influenced by both bias b, and noise n, as given below:
(5.2)

ar = a; — by, —ng,

It is common assumption that the acceleration and gyroscope measurements noise follows

a Gaussian distribution. The biases in acceleration and gyroscope are treated as random walk

processes, where the derivatives of these biases are assumed to follow a Gaussian distribution
as [41, 58]:

Z?w, =np, ba, =np, (5.3)

The error state EKF offers several advantages over the vanilla EKF. Firstly, it exhibits su-

perior performance due to the error state’s closer approximation to linearity during evolution.

Secondly, the error state formulation simplifies the handling of special quantities like 3D

rotations, facilitating their integration within the EKF framework.The error state formulation

in the Extended Kalman Filter (EKF) approach involves separating the state into a larger

nominal state and a smaller error state. Next, we will discuss both of these briefly.

5.4.2 Nominal State

The nominal state represents the predicted states based on the motion model using IMU

measurements. The nominal state vector is composed of the following elements:
nsa =[Py Vi @w bw ba A gf)" (5.4)

where

p., = [Px, Py, pz]T is position along x,y, and z axes
Vi, = [vx, vy, v]T is velocity along x,y, and z axes
@iy = [Gw> 42> 9y, 42"
by, = [by,, by bWZ]T is bias along x,y, and z axes of gyroscope

is orientation in quaternion form along x,y, and z axes

b, = [bax,bay,baz]T is bias along x, y, and z axes of acceleromter
@ = 45,4545, -45)"
pi = [p;, i pr]T is the distance from the IMU to camera frame

A is scale of monocular camera

is the rotation between the IMU to the camera frame

The state is governed by the following set of differential equations based on continuous

motion model using IMU measurements:
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W i

Pi =Vy
V,W ZC;V(ZIJ— ba—na) —g (5.5)

1.
(fwzicﬁv@(a’—bw—”w)

bo=np, bs=mn, A=0 p.=0 ¢ =0

a

here g is the gravity vector in the world frame and & is a quaternion product operator.
We make the assumption that the scale factor drifts at a very slow rate, hence A =0 . Since
the IMU provides discrete measurements, Eq. 5.5 must be discretized by considering the
sampling time interval Af. As a result, the discrete-time motion model can be expressed
through the following equations. For the simplicity, the equations presented below do not

utilize subscripts or superscripts for coordinate frame notations.

Pr = Pk—1 + V1At + (Ch  a—g).AF% /2,
vi=vi1 +(CL ap —g).Ar, (5.6)

qk—1
Gk = qr—1 © q( 0. At)

here, k and k — 1 represent the indices for the current and previous time stamp.

5.4.3 Error State

The error state captures the accumulated modeling errors and process noise. We estimate this
small error in the error state EKF and use it as a correction to the nominal state [7]. The error

state vector is stated as
Sx=[8p, v, 86! &b, b, SA Sp¢ 6] (5.7)
The error state kinematics model equation can be represented as follows:

Sx = F&x+Gn

T (5.8)
Pey1 =FPF +0Q

where F is kinematic model that propagates the errors over time. n is noise vector and

can be expressed as n = |n? ”Za» nk, ”Zw} . Q is system or process noise covariance matrix

and can be represented as a Q = diag(c,%a, G,fha, G,%w, G,%bw). P is state covariance matrix. The
detailed explanation and derivation of F', G and Q can be found in [81, 27]. For F', G and Q,

we use same approach as given in [81].
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5.4.4 Measurement Model

The measurement model for the camera pose measurement, obtained from the VINS can be

expressed as follows [46, 81]

s

The equation can be linearized as z = Hox+ n as given in [46, 81], where H represents

(piv—i-C(qupf)l +n,

. (5.9)
95 @ q,,

the Jacobian matrix of the VINS pose measurement with respect to the error state. we update
and correct our estimates using Extended Kalman Filter based procedure as:
Compute the residual

0z=27—% (5.10)
Estimate the Kalman gain
K =PHT"(HPHT +R)™! (5.11)
Calculate the correction
Ox =Koz (5.12)
Update the state covariance
P=(I—KH)P(I—KH)" + KRKT (5.13)

5.5 Mapping Module

To construct a dense 3D point cloud map, we have made some modifications to our previous
approach proposed in [77]. The previous approach involved building the 3D map using
structural information of the crane and rotation estimates from an IMU. However, in this
modified approach, we utilize the pose estimates provided by VINS+EKF for building the
3D map. Our approach involves utilizing a 2D lidar sensor that is mounted on a rotating base,
which, in turn, is attached to a crane boom. This configuration allows us to capture compre-
hensive spatial information and generate a detailed representation of large environment both
horizontally and vertically.

During crane operations, the lidar faces motions which arise from two sources: the
rotation of the rotating-base and the motion of the crane boom (see Fig. 5.2). Since the

lidar is continuously in motion, the successive 2D lidar scan lines do not overlap with one
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Fig. 5.3 Block diagram of 3D mapping method using 2D lidar by laser assembler.

another. Consequently, in order to register the lidar scans and construct a comprehensive 3D
map, it becomes essential to accurately track the lidar pose. By continuously monitoring
the lidar’s position and orientation in space, we can align and integrate the individual scans

into a coherent 3D representation. We track the lidar pose as: The rotational angle of the

Tlidar

rotating-base is measured using its encoder. This transformation, denoted as 7, /7" ¢ base’

represents the lidar frame’s rotation relative to the rotating base frame. The motion of

rotating_base
T g_

orld ) is measured using

the crane boom frame relative to the fixed world frame (
VINS+EKEF. To calculate the transformation from the lidar frame to the fixed world frame
(T'idar), we establish a chain of transformations between the respective coordinate frames,

as shown in the following equation.

Toitta = Tsing base Twontd "> (5.14)
The tf2 broadcaster [21], a package of the Robot Operating System (ROS) is used in broad-
casting the transformations of all coordinate systems. Whenever an update occurs regarding
a specific transform of any frame, coordinate transformation messages are broadcasted by
the tf2 broadcaster. This mechanism enables us to keep track of the motion of the lidar frame
as it moves.

Once transformation of lidar frame to fixed world 74

worl
laser-assembler [63], [82] to construct a 3D map during the lidar’s motion, which combines

!, is obtained, it is used in the

individual laser scan lines obtained from a 2D lidar and creates a composite 3D point
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cloud. The mapping process is shown in Fig. 5.3 using a block diagram. For 3D mapping,
the projector block converts the polar coordinate lidar scans measurements into Cartesian
coordinates (XYZ), which we refer to as the lidar frame. Since the lidar frame is subject to
motion, our next step involves transforming the moving lidar frame into a fixed world frame,
enabling us to obtain a three-dimensional representation of the environment. This coordinate
transformation is shown by transformer block, which by using transformation information
(translation and rotation) of lidar frame obtained from VINS+EKF and rotating base converts
the lidar measurements from the lidar frame to the fixed world frame. Subsequently, the
transformed lidar measurements are stored in a rolling buffer for a predetermined duration.
Whenever a request for a 3D point cloud is received, the rolling buffer retrieves and delivers

large assembled transferred laser scans in the Point Cloud format.

5.6 Implementation of VINS

For implementation of VINS we needs IMU parameters such as noise and random walk,
camera intrinsic parameters and Extrinsic parameter between IMU and Camera. To calibrate
the IMU and estimate the noise and random walk, the ROS package tool imu_utils and
allan_variance_ros [24, 8] was utilized. Data collection was performed over a duration of two
hours while the IMU was kept stationary. VINS requires camera calibration parameters such
as image width and height, camera distortion model, Intrinsic camera matrix and projection
matrix which consists on focal lengths and principal point. VINS supports the pinhole model
and the MEI model. A OpenCV camera calibration package based ros tool [51, 64] is used
to provide these camera calibration parameters to VINS. Kalibr calibration toolbox [23]
[22] is used for imu-camera joint calibration to estimate the Spatial and temporal calibration
paramters between IMU and Camera. To achieve precise camera calibration, we used an 8x6
checkerboard with 108mm squares and moved the checkerboard within the camera frame to
different positions: left, right, top, and bottom of the field of view. Additionally, adjust the
position of the checkerboard by moving it towards or away from the camera while tilting it.
The parameters of each package were manually adjusted, starting from their default values
and fine-tuning them for improved performance. Any recommendations provided by the

authors were taken into consideration during this parameter adjustment process.

5.7 Simulation Results

We first conducted an evaluation of proposed mapping method using VINS and VINS+EKF

in a simulated environment using the Gazebo simulator [25] and ROS environments. In
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Fig. 5.4 The Gazebo simulation environment was used to create a crane model. The crane’s
boom has two different types of rotations.

the Gazebo simulation, we designed a robotic model of a crane as shown in Fig. 5.4. The
crane’s boom has two rotational axes: one for vertical movement and the other for horizontal
movement. To control these rotations, we utilized ROS joint trajectory control. The sensor
system, consisting of a monocular camera, 2D lidar, a rotating base, and two IMU, was
attached to the crane’s boom. We performed evaluations of our proposed method in a
simulated environment that represents an open-sky complex construction site area as shown
in Fig. 5.5(a). Fig. 5.5(b) shows the 3D map built by the proposed mapping method using
VINS-MONO+EKF. We can see the proposed method created accurate and precise 3D
mapping while the crane boom is moving in different directions.

In order to assess the accuracy of VINS and VINS+EKF, we compared the 3D map
generated by using VINS and VINS+EKF with the ground truth obtained from a simulation
model. The point-to-point distances between the two point cloud maps were calculated using
cloud compare [15]. Figure 5.6 presents the results of this comparison for the 3D maps
created using VINS-MONO and VINS-MONO-+EKEF, visualized with a color scale map.
Blue indicates smaller distances, while red represents larger distances.

In Fig. 5.6(a) and Fig. 5.6(c), we can observe the maps generated by VINS-MONO and
VINS-MONO+EKEF, respectively. The VINS-MONO map has a higher number of points
represented in green, while the VINS-MONO+EKF map predominantly contains points in
blue. This discrepancy indicates that the VINS-MONO map has more errors compared to the
VINS-MONO+EKF map. Fig. 5.6(b) and Fig. 5.6(d) display the distribution fitting graphs of
the point-to-point distances for the VINS-MONO and VINS-MONO+EKF maps, respectively.
Approximately 91.6% of the points in the VINS-MONO map and VINS-MONO+EKF map
have distances below 0.199 m and 0.357 m, respectively. These findings demonstrate the
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effectiveness of the VINS-MONO+EKF approach in reducing errors. Moreover, the point
cloud map generated using the VINS-MONO+EKF method closely resembles the ground
truth.

5.8 Experimental Results Using Model Crane

The effectiveness of our proposed method was further evaluated through real-world experi-
ments conducted on a crane model, as illustrated in Figure 5.7. The crane model was situated
in an indoor environment spanning a 20 m by 10 m area and motion capture system is
installed in environment as shown in Fig. 5.8 to get ground truth of sensor’s trajectory. To
conduct the experiments, we utilized a sensor system comprising a realsense T265, Hokuyo
UST-20LX 2D lidar, an Orion Giken RHST-PA1L rotating base, and an XSENS MTI-630
IMU mounted on the crane’s boom. This sensor setup enabled us to capture extensive data

for mapping the crane environment.

5.8.1 Trajectory evaluation

In order to analyze the accuracy and robustness of different VINS and VINS+EKF approaches,
we conducted a series of experiments under different scenarios. These scenarios included
varying crane boom rotation speeds as well as challenging crane boom trajectories. The
objective was to assess the performance of the different approaches in these diverse scenarios
and gain insights into their effectiveness.

To do quantitative evaluation we compared the estimated trajectory with ground truth
obtained from a motion capture system. We utilized the sim3 trajectory alignment method
described in [91, 26] to align the estimated trajectory with the ground truth. We then
calculated the Root Mean Square Error (RMSE) and Relative Pose Error (RPE) using [91, 26]
to quantify the position and orientation errors of the estimated trajectory over the aligned
trajectory. Due to space limitations, we present three crane boom trajectories under three
distinct scenarios. For each trajectory, three graphs are provided. The first graph illustrates
the estimated trajectories of the different VINS and VINS+EKF methods in comparison to
the ground truth. The second graph displays the RMSE at each timestep of the trajectory,
offering insights into periods where estimation performance may be compromised. The
third graph presents the RPE, which is computed for segments of the dataset and enables an
examination of how localization solutions drift as the trajectory lengthens.

In the first case, the crane boom moves in an arbitrary motion. Fig. 5.9(a) shows the
trajectory estimated using VINS and VINS+EKF methods. Fig. 5.9(b) and Fig. 5.9(c)
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(b)

Fig. 5.5 3D map implemented in Gazebo simulation environment (a) Complex construction
environment. (b) 3D point cloud map for complex construction environment. The varying
colors in the map indicate the elevation or height of each individual point.
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Fig. 5.6 Analysis of a 3D map in a simulation environment. The Point-to-Point Distances
for the map generated by VINS-MONO are shown in (a), and the map generated by VINS-
MONO+EKEF is shown in (c¢). Color represents an error (cloud-to-cloud distance between
ground truth and point cloud). The distribution fitting of point-to-point distances for the map

generated by VINS-MONO is shown in (b) and the map generated by VINS-MONO+EKF is
shown in (d).
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Fig. 5.7 The experiment showcases the crane model along with its accompanying sensor
system. The sensor system is connected to the boom of the crane.

Fig. 5.8 Motion capture system attached to crane environment.
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Fig. 5.11 Trajectory evaluation for case 3. Crane boom is subjected to large rotational
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Table 5.1 The results Absolute Pose Error (APE) is shown.

trj_01 (deg/m) | trj_02(deg/m) | trj_03(deg/m) | trj_04(deg/m) | trj_05(deg/m)

vins_fusion_mono 6.326/0.432 5.847/0.161 8.940/0.828 | 2.091/0.150 | 0.181/0.789
vins_fusion_mono+EKF | 0.855/0.019 0.556/0.018 | 3.646/0.818 1.910/0.110 | 0.701/0.610
vins_fusion_stereo 1.306/0.033 2.221/0.034 1.732/0.074 1.795/70.030 1.600/0.030
vins_fusion_stereo+EKF | 1.194/0.010 2.012/0.023 | 0.767/0.009 | 0.393/0.009 | 0.408/0.024
vins_mono 1.762/0.102 2.421/0.072 1.816/0.143 | 2.091/0.150 | 2.147/0.095
vins_mono+EKF 0.957/0.034 0.742/0.030 | 0.571/0.026 | 0.578/0.011 0.492/0.033

present the RMSE and RPE, respectively. We observed that VINS-Fusion-Stereo+EKF had
the lowest RMSE and RPE, while VINS-Fusion-Mono had the highest.

In the second scenario, the crane’s abrupt movement (with a jerk) was studied. Fig.
5.11(a), Fig. 5.11(b) and Fig. 5.11(c) display the trajectory, RMSE, and RPE, respectively.
We can observe that the trajectories of VINS-MONO and VINS-FUSION-MONO are signifi-
cantly affected by jerk, resulting in higher errors. However, incorporating an additional IMU
using EKF mitigated the impact of a jerk on the trajectory.

In the third case, the crane boom undergoes significant rotational changes. Fig. 5.10(a),
Fig. 5.10(b), and Fig. 5.10(c) display the trajectory, RMSE, and RPE, respectively. VINS-
FUSION-MONO and VINS-MONO faced inaccurate scaling, leading to larger pose errors.
The EKF approach accurately addresses the scaling issue in both methods.

Based on the results of the Absolute Pose Error (APE) in Table 5.1, the VINS-MONO+EKF
approach demonstrated precise and consistent performance, making it a robust choice for
crane state estimation.

—— ground_truth
msckf_vio
—— vins_fusion_sterec_no_imu

~4000%% 0000

2000000
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Fig. 5.12 Trajectory evaluation using MSCKF and Vins-fusion-stereo-no-imu.
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Fig. 5.13 3D map for crane environment.
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Fig. 5.14 Analysis of 3D map for model crane environment. (a) Point-to-Point Distances.
Color represents error (cloud-to-cloud distance between ground truth and point cloud). (b)
Distribution Fitting of Point-to-Point Distances. Color represents error in distribution fitting.
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5.8.2 3D Mapping evaluation

In order to create a 3D map, we configured the rotating base of the 2D lidar to rotate at a
constant speed of 6 degrees per second. Figure 5.13 illustrates the resulting 3D point cloud
map when the crane’s boom is in motion. Each point color represents its corresponding
height. Notably, the figure demonstrates that even when the sensor system is continuously
moving, we are able to generate a precise and accurate point cloud map.

We compared the 3D map generated using our proposed approach with a ground truth
map to assess the accuracy of our method. The ground truth map was constructed by the
trajectory obtained from a motion capture system. Figure 5.14(a) depicts the point-to-point
distance between the two 3D maps using a color scale that represents distances ranging from
0 to 2.83 meters. The majority of points in the point cloud map are shown as blue, with some
green points and only a few red points. This indicates a low overall error, suggesting that our
proposed technique is capable of producing an accurate 3D map. Additionally, Figure 5.14(b)
presents a distribution fitting plot of the point-to-point distances between the two point clouds.
Approximately 71.6% of points have a distance of less than 0.4 meters. Consequently, the
point cloud map obtained using our method closely aligns with the ground truth, exhibiting

minimal point-to-point distances between them.

5.9 Experimental Results Using Real Crane

The experiment involves testing the proposed sensor pose estimation and 3D mapping method
using a large size real crane. The sensor system, comprising a SICK LD-LRS 3611, 2D lidar,
XSENS MTI-630 IMU, and realsensor T265 camera, is mounted securely on the crane’s
boom for data collection as shown in Fig. 5.15 and Fig. 5.16 The setup includes a small PC
to collect the sensor data and transmit the data to main laptop. The experiment aims to assess
the method’s robustness against variations in crane boom rotation speed and different boom
trajectories. Data is recorded while the crane is in motion.

Figure 5.17 showcases the trajectory estimated by the multi-sensor fusion-based approach.
The 2D trajectory is depicted in Figure 5.17(a), while the corresponding 3D trajectory is
presented in Figure 5.17(b). As shown in Fig. 5.17, the trajectory estimated by the multi-
sensor fusion-based approach (VINS) exhibits gradual divergence due to cumulative errors
over time. These errors stem from the dependence on unstable and inaccurate camera image
features for pose estimation. In real-world scenarios, the presence of unpredictable sky
features (such as clouds) and dynamic crane components, particularly the crane load ropes
illustrated in Fig. 5.19, further contribute to pose estimation errors. Figure 5.19 presents
the 3D map generated using the pose estimated through the VINS approach. Notably, pose
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Fig. 5.16 Sensor System fixed in a box attached to crane boom.
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Fig. 5.17 Visualization of the estimated trajectory. (a) illustrates the 2D trajectory of the
experiment, while (b) displays the corresponding 3D trajectory.

Fig. 5.18 Visualization of the presence of unpredictable sky features (such as clouds) and
dynamic crane components, particularly the crane load ropes.
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Fig. 5.20 Employing the YOLOv8 model to detect the crane load rope and mask out the
portion of the crane load rope.



5.9 Experimental Results Using Real Crane 93

errors significantly impact the accuracy of the 3D map, resulting in instances of double
wall representation for a single wall and the duplication of certain buildings, as observed
in Figure 5.19. To address this issue, we are currently employing the YOLOv8 model to
detect the crane load rope. Subsequently, we mask out the portion of the crane load rope
that contains unreliable features, as depicted in Fig. 5.20 By adopting this approach, we
can disregard the problematic region and utilize only reliable features for pose estimation in
VINS. Presently, our efforts are focused on seamlessly integrating the YOLOv8-based model
into the VINS-based approach.
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5.10 Conclusion

In this chapter a method for estimating sensor poses and generating extensive 3D maps
for construction cranes is described. The study focuses on construction cranes equipped
with a sensor system comprising a camera, 2D lidar, and IMU. To address the complexities
arising from the crane boom’s motion, an Extended Kalman filter (EKF) is employed to
enhance the accuracy and reliability of sensor pose estimation. The proposed method involves
combining pose estimates from the Visual-Inertial Navigation System (VINS) with data
from an additional IMU to estimate the scale value of a monocular camera. This scale
value, obtained from the EKEF, is then integrated into the VINS algorithm to refine the
previously estimated scale value. The construction of a 3D map is facilitated by employing a
slowly rotating 2D lidar. Given the limited overlap between 2D lidar scans, the estimated
pose is utilized to align and construct a comprehensive 3D map. The study also includes a
comprehensive evaluation of the efficacy of the latest VINS techniques, as well as the EKF-
enhanced VINS approach, within the context of crane operations. Extensive performance
assessments are conducted in simulated and real environments, comparing the EKF-added
VINS method against state-of-the-art VINS techniques. The evaluation results affirm the
accurate estimation of sensor poses by the EKF-added VINS method, thereby enabling the
generation of high-quality, large-scale 3D point cloud maps for construction cranes.

Our future work includes, firstly, further evaluation of the MSCKF and R-VIO methods
in the current approach. These methods failed in our testing, but we plan to use precise
IMU calibration parameters and camera intrinsic and extrinsic parameters to again evaluate
these methods. Currently, the IMU calibration parameter is obtained using 6-hour static
IMU data. However, using more static IMU data can provide more accurate calibration
parameters. These methods will undergo further testing by adjusting the various parameters
and initialization values. Secondly, in the current mapping method, the 2D lidar scan
registration relies solely on estimated pose values. However, this approach leads to the
accumulation of errors over time. In future work, these errors can be eliminated by performing
scan matching between two point clouds generated by consecutive complete rotations of the

lidar sensor.



Chapter 6

Comparative Analysis of Proposed
Approaches for Real-Time Pose
Estimation and 3D Mapping

6.1 Introduction

In this chapter, our central focus is the comprehensive comparison of accuracy and robustness
among three proposed algorithms for real-time pose estimation: the Complementary Filter
and Crane Structure-based Approach (elaborated in Chapter 3), IMU-based Neural Network
Approach (explained in Chapter 4), and Multi-sensor Fusion-based Approach (explored in
Chapter 5). To gauge the efficacy of these methods in real-world scenarios, we conducted
evaluations using two distinct types of cranes. One scenario involved a model crane positioned
in an indoor environment, while the other featured a real crane situated outdoors. This chapter
unfolds a detailed exploration, aiming to discern the performances and effectiveness of these
three methods in pose estimation. The subsequent sections delve into the intricate details of

this comparative analysis.

6.2 Comparison Using Model Crane

To conduct a comprehensive comparison of all proposed methods using the model crane, we
first attached all sensors employed in the proposed methods, including a RealSense T265
camera, Hokuyo UST-20LX 2D lidar, an Orion Giken RHST-PA1L rotating base, and an
XSENS MTI-630 IMU, as depicted in Fig. 6.1. In order to compare the proposed methods,
we obtained ground truth data from a motion capture system. Given the distinct reference
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Fig. 6.1 Crane model along with its accompanying sensor system. The sensor system is
connected to the boom of the crane.

frames for each proposed method and the ground truth, establishing a common frame of
reference was essential. This common frame allowed us to compute the change in pose
using each proposed method relative to a unified baseline. Initially, we roughly transferred
all frames of reference to this common frame, as illustrated in Fig. 6.1 using red arrows.
Subsequently, we employed the sim3 trajectory alignment method, as described in [91, 26],
to align the estimated trajectory with the ground truth.

In order to assess the accuracy and robustness of the proposed approaches, a series of
experiments were conducted under different scenarios. These scenarios encompassed varying
crane boom rotation speeds and challenging crane boom trajectories. The objective was to
evaluate the performance of the different approaches in these diverse scenarios and gain
insights into their effectiveness. We calculated the Root Mean Square Error (RMSE) and
Relative Pose Error (RPE) using [91, 26], to quantify the position and orientation errors
of the estimated trajectory over the aligned trajectory. For each scenario, we generated
graphs to visually represent the estimated trajectories produced by each proposed method in
comparison to the ground truth. Additionally, accompanying graphs illustrate the RMSE at
each time step of the trajectory, providing insights into periods where estimation performance
may be compromised. Furthermore, the RPE graph offers a comprehensive view of error
computation across segments of the dataset, enabling an examination of how localization

solutions drift as the trajectory lengthens. This quantitative analysis, supported by visual
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Fig. 6.2 illustrates the trajectory during the experiment in scenarios of Smooth and Uniform
Crane Boom Motion (a) depicts the 3D trajectory of the experiment. (b) illustrates the
changes in roll, pitch, and yaw over time, while (c) presents the variations in the x, y, and z
components of translation with respect to time.
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Fig. 6.3 shows the errors in trajectory estimation during the experiment in scenarios of
Smooth and Uniform Crane Boom Motion. (a) shows the Root Mean Square Error (RMSE),
and (b) presents the Relative Pose Error (RPE).

representations, contributes to a thorough understanding of the comparative performance of
the proposed methods in real-world scenarios.
Due to space constraints, this section presents the comparison results for three distinct

scenarios, each featuring a crane boom with a unique motion pattern, as explained below:

6.2.1 Scenario 1: Smooth and Uniform Crane Boom Motion

The 3D trajectory of this experiment is depicted in Fig. 6.2(a). The changes in the x, y, and z
components of translation with respect to time are presented in Fig. 6.2(b), while the change
in roll, pitch, and yaw over time are illustrated in Fig. 6.2(c). The RMSE and RPE are shown
in Fig. 6.3(a) and Fig. 6.3(b) respectively. As illustrated in the Fig. 6.2 and Fig. 6.3, the
IMU-based Neural Network Approach fails to provide accurate pose estimations in real-world
scenarios, evident in the divergence of the z_neural_network curve over time. This limitation
arises from training the neural network with simulated crane data, while real-world testing
involves a different crane model than the one used in simulation. Performance evaluation
underscores the shortcomings of the Neural Network Approach when applied to real-world
data trained with simulated data.

Due to the failure of the IMU-based Neural Network Approach, it is excluded, and
other methods are analyzed. Excluding the Neural Network Approach, the trajectory of the
remaining proposed methods for this experiment is shown in Fig. 6.4(a), the change in the
X, y, and z components of translation is shown in Fig. 6.4(b), as well as the changes in roll,
pitch, and yaw over time is shown in Fig. 6.4(c). Similarly, excluding the Neural Network
Approach, Fig. 6.5(a) and Fig. 6.5(b) displays the RMSE and RPE of the remaining proposed
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presents the variations in the x, y, and z components of translation with respect to time.
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Fig. 6.5 shows the errors in trajectory estimation excluding the Neural Network Approach,
during the experiment in scenarios of Smooth and Uniform Crane Boom Motion. (a) shows
the Root Mean Square Error (RMSE), and (b) presents the Relative Pose Error (RPE).

methods receptively. In scenarios characterized by smooth, uniform, and continuous crane
boom motion, the performance of Multi-sensor Fusion-based Approach methods (vins_mono
and vins_ekf) is similar. Notably, the orientation estimation accuracy of the Crane Structure-
based Approach (illustrated by the "crane_info curve") exhibits a slight superiority over
all other methods. Similarly, the position estimation accuracy of the Realsense slightly
outperforms that of other methods.

6.2.2 Scenario 2: Sudden or Abrupt Crane Boom Movements

The 3D trajectory of this experiment is represented in Fig. 6.6(a), and the changes in the X,
y, and z components of translation over time are depicted in Fig. 6.6(b). Additionally, the
changes in roll, pitch, and yaw over time are shown in Fig. 6.6(c). Correspondingly, the
RMSE is portrayed in Fig. 6.7(a), and the RPE is shown in Fig. 6.7(b). In scenarios involving
sudden or abrupt crane boom movements, the fusion of VINS and EKF (vins_ekf) showcases
a marginally superior performance for rotation estimation when compared to the standalone
VINS (vins_mono). This superiority arises from the incorporation of another IMU data
within vins_ekf fusion systems, enhancing their capacity to adeptly manage rapid changes in
the crane boom’s motion dynamics. The Crane Structure-based Approach, as demonstrated
by the crane_info curve, exhibits a slight superiority in orientation estimation accuracy over
all other methods and the Realsense shows a marginally better position estimation accuracy
compared to other methods.
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Fig. 6.6 illustrates the trajectory during the experiment in scenarios of Sudden or Abrupt
Crane Boom Movements (a) depicts the 3D trajectory of the experiment. (b) illustrates the
changes in roll, pitch, and yaw over time, while (c) presents the variations in the x, y, and z
components of translation with respect to time.
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Fig. 6.7 shows the errors in trajectory estimation during the experiment in scenarios of
Sudden or Abrupt Crane Boom Movements. (a) shows the Root Mean Square Error (RMSE),
and (b) presents the Relative Pose Error (RPE).

6.2.3 Scenario 3: Crane Boom’s Vertical Movement

The 3D trajectory of this experiment is illustrated in Fig. 6.8(a), while the change in the
translation components (X, y, z) over time are presented in Fig. 6.8(b). Additionally, Fig.
6.8(c) displays the change in roll, pitch, and yaw throughout the experiment. The RMSE
is visualized in Fig. 6.9(a), and Fig. 6.9(b) showcases the RPE. During the crane boom’s
vertical movement, VINS accuracy is compromised due to the absence of distinctive and
reliable ceiling features essential for VINS as reference points. This limitation impedes its
ability to effectively track the crane’s movement, resulting in a noticeable compromise in
performance during such scenarios. In contrast, Crane Structure-based Approach proves
resilient against these challenges, operating independently of specific features. It consistently
demonstrate accuracy regardless of the crane’s vertical movement, showcasing their reliability
even in situations where identifiable features are scarce or absent. The Crane Structure-based
Approach, as demonstrated by the crane_info curve, exhibits a superiority in pose estimation

accuracy over all other methods.

6.2.4 Collective Position and Rotation Errors

To comprehensively assess positional and rotational estimation errors across diverse trajec-
tories and scenarios, the collective position and rotation errors are vividly illustrated in the
accompanying Fig. 6.10. The orientation estimation accuracy of the Crane Structure-based
Approach surpasses that of all other methods. While both the Realsense and Crane Structure-
based Approach demonstrate similar accuracy in position estimation, it is noteworthy that the
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Fig. 6.8 illustrates the trajectory during the experiment in scenarios of Crane Boom’s Vertical
Movement (a) depicts the 3D trajectory of the experiment. (b) illustrates the changes in roll,
pitch, and yaw over time, while (c) presents the variations in the X, y, and z components of

translation with respect to time.
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Fig. 6.9 shows the errors in trajectory estimation during the experiment in scenarios of Crane
Boom’s Vertical Movement. (a) shows the Root Mean Square Error (RMSE), and (b) presents
the Relative Pose Error (RPE).
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approaches.
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Crane Structure-based Approach tends to exhibit more scattered errors in position estimation

compared to the Realsense.

6.3 Comparison Using Kobelco Real Crane

To conduct a comprehensive comparison of all proposed methods using the kobelco real
crane, we first attached all sensors employed in the proposed methods, including a RealSense
T265 camera, Sick LD-LRS LD-LLRS3611, and two XSENS MTI-630 IMU, as depicted in
Fig. 6.11.

In order to assess the accuracy and robustness of the proposed approaches, a series
of experiments were conducted under different scenarios. These scenarios encompassed
varying crane boom rotation speeds and challenging crane boom trajectories. The objective
was to evaluate the performance of the different approaches in these diverse scenarios and
gain insights into their effectiveness. Due to space constraints, this section presents the
comparison results for three distinct scenarios, each featuring a crane boom with a unique

motion pattern, as explained below:

6.3.1 Scenario 1: Simple Crane Boom Motion With Varying Speed

The crane operation follows these given steps, moving its boom along a specific path shown
in the Fig. 6.12

(a) Set the crane boom angle to 50 degrees at crane boom home position.

(b) Perform an anti-clockwise complete cycle (360 degree yaw rotation) at a slow speed to

return to the crane boom home position.

(c) Then perform a clockwise complete cycle (360 degree yaw rotation) at a fast speed to

return to the crane boom home position.
(d) Finally, stop.

The trajectory estimated by the Crane Structure-based Approach (crane/info), the Multi-
sensor Fusion-based Approach (vins), and the RealSense sensor, is presented in Fig. 6.13.
Fig. 6.13(a) illustrates the temporal changes in the x, y, and z components of translation,
while Fig. 6.13(b) depicts the change in roll, pitch, and yaw overtime. The 2D trajectory of
the experiment is showcased in Fig. 6.13(c), and the corresponding 3D trajectory is presented
in Fig. 6.13(d).
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Fig. 6.11 Crane along with its accompanying sensor system. The sensor system is connected
to the boom of the crane.
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Fig. 6.12 During Scenario 1, tracjectory followed by sensor system attached to crane boom.
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Fig. 6.13 Depiction of the trajectory as estimated by the proposed methods in scenario 1 is
shown in (a), indicating change in the X, y, and z components of translation with respect to
time. In (b), the alterations in roll, pitch, and yaw are illustrated. The 2D trajectory of the
experiment is portrayed in (c¢), and (d) showcases the corresponding 3D trajectory.
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Fig. 6.14 Illustration of the trajectory estimated by the proposed methods in scenario 1
excluding the trajectory estimated by real-sense. Subfigure (a) displays the variations in the
X, y, and z components of translation over time, while subfigure (b) illustrates the changes in
roll, pitch, and yaw. Subfigure (c) depicts the 2D trajectory of the experiment, and subfigure
(d) presents the 3D trajectory.
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Fig. 6.15 3D map generated by using the pose estimation from the proposed method. Subfig-
ure (a) shows the 3D map constructed using the pose estimated through the crane_info-based

approach, while subfigure (b) illustrates the 3D map generated with the pose estimated via
the VINS-based approach.
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As depicted in Fig. 6.13, the trajectory derived from the RealSense sensor exhibits a
noticeable divergence and ultimately fails to yield accurate results. Our analysis indicates
that the RealSense-based trajectory performs well in indoor environments, as demonstrated in
section 6.2. However, in outdoor environments with sensors positioned at significant heights
above the ground and attached to a sizable crane boom, RealSense-based pose estimation
faces challenges in achieving accurate precision. The trajectory, determined by the Crane
Structure-based Approach (crane/info), and the Multi-sensor Fusion-based Approach (vins),
excluding realsense, is displayed in Fig. 6.14. In Fig. 6.14(a), changes in the x, y, and z
components of translation over time are showcased, while Fig. 6.14(b) illustrates alterations
in roll, pitch, and yaw. The 2D experiment trajectory is presented in Fig. 6.14(c), and Fig.
6.14(d) exhibits the corresponding 3D trajectory.

As observed in Fig. 6.14, the trajectory estimated by the Crane Structure-based Approach
(crane/info) aligns accurately with the trajectory developed following the provided instruc-
tions for crane operation during the experiment. However, the trajectory estimated by the
multi-sensor fusion-based approach (vins) gradually diverges over time, attributed to error
accumulation inherent in this approach. The Multi-sensor Fusion-based Approach relies
on camera image features to estimate the pose, and the presence of unstable and unstatic
features in the sky, including clouds, along with dynamic features introduced by the crane
structure such as the rope, becomes the primary cause of errors in this method.

In Fig. 6.15(a), the 3D map constructed using the crane structure-based approach is
displayed, showcasing its high accuracy and precision. Fig. 6.15(b) illustrates the 3D map
generated using the pose estimated through the multi-sensor fusion-based approach (vins).
The errors in pose estimation significantly impact the accuracy of the 3D map. Instances of
double wall representation for a single wall and the duplication of certain buildings in the 3D

map (as seen in Fig. 6.15(b)) result from pose errors in the vins approach.

6.3.2 Scenario 2: Crane Boom Motion With Varying Boom Angle Dur-
ing Cycle (4 cycle)

The crane adheres to these provided instructions, guiding its boom along a particular trajec-
tory.

(a) Set the boom angle to 80 degrees at crane boom home position.

(b) Perform an anti-clockwise complete cycle (360 degree yaw rotation) with changing

boom angle during the cycle at slow speed and return to the crane boom home position.
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(c) Followed by a clockwise complete cycle (360 degree yaw rotation) with changing

boom angle during the cycle at slow speed to return to crane boom home position.
(d) Repeat the procedure from (a) to (c) one time.
(e) Finally, stop.

Fig. 6.16 displays the trajectory estimated by the crane structure-based approach
(crane/info), the Multi-sensor Fusion-based Approach (vins), and the RealSense sensor.
Temporal changes in the X, y, and z components of translation are detailed in Fig. 6.16(a),
while Fig. 6.16(b) visually represents changes in roll, pitch, and yaw. The 2D trajectory of
the experiment is portrayed in Fig. 6.16(c), and the corresponding 3D trajectory is showcased
in Fig. 6.16(d).

In Fig. 6.16, the trajectory estimated by the crane structure-based approach (crane/info)
closely matches the trajectory derived from the provided crane operation instructions. How-
ever, the trajectory obtained through the multi-sensor fusion-based approach (vins) gradually
deviates over time, attributed to accumulating errors inherent in this method. The reliance
on camera image features for pose estimation in the Multi-sensor Fusion-based Approach,
coupled with the presence of unstable atmospheric features like clouds and dynamic elements
such as the crane’s rope, emerges as the main source of errors in this approach.

In Fig. 6.17(a), the 3D map created using the crane structure-based approach is depicted,
highlighting its notable accuracy and precision. Fig. 6.17(b) demonstrates the 3D map
generated using the pose estimated through the multi-sensor fusion-based approach (vins).
Pose estimation errors significantly affect the precision of the 3D map. The presence of
double wall representations for a single wall and the duplication of specific buildings in the
3D map (as observed in Fig. 6.17(b)) is attributed to pose errors in the vins approach.

6.3.3 Scenario 3: Crane Boom Motion With Varying Speed And Boom
Angle At The Start Of Cycle (6 Cycle)

The crane adheres to these provided instructions, guiding its boom along a specific trajectory
illustrated in the Fig. 6.12

(a) Set the boom angle to 80 degrees at crane boom home position.

(b) Perform an anti-clockwise complete cycle (360 degree yaw rotation) at a slow speed

and return to the crane boom home position.

(c) Then at crane boom home position, set the boom angle to 50 degrees.
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Fig. 6.16 Illustration of the trajectory estimated by the proposed methods in scenario 2.
Subfigure (a) displays the variations in the X, y, and z components of translation over time,
while subfigure (b) illustrates the changes in roll, pitch, and yaw. Subfigure (c) depicts the
2D trajectory of the experiment, and subfigure (d) presents the 3D trajectory.
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®

Fig. 6.17 3D map is constructed utilizing the pose estimated by the proposed method .
In subfigure (a), the 3D map is formed based on the pose estimated using the crane_info

approach, while in subfigure (b), the pose estimated through the VINS approach is used to
create the 3D map.
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Fig. 6.18 During Scenario 3, trajectory followed by sensor system attached to crane boom.

(d) Then perform a clockwise complete cycle (360 degree yaw rotation) at a fast speed

and return to the crane boom home position.
(e) Repeat the procedure from (a) to (d) two times.
(f) Finally, stop after two cycles.

In Fig. 6.19, we observe the trajectory estimated by the Crane Structure-based Approach
(crane/info), the Multi-sensor Fusion-based Approach (vins), and the RealSense sensor. The
graph in Fig. 6.19(a) illustrates the changes in the x, y, and z components of translation with
respect to time, while Fig. 6.19(b) provides a visual representation of the alterations in roll,
pitch, and yaw. Additionally, Fig. 6.19(c) showcases the 2D trajectory of the experiment,
and Fig. 6.19(d) presents the corresponding 3D trajectory.

In Fig. 6.19, the trajectory estimated by the crane structure-based approach (crane/info)
is accurate, while the trajectory obtained through the multi-sensor fusion-based approach
(vins) fails to accurately estimate the pose. The main cause of this failure is attributed to
the presence of unstable atmospheric features like clouds and dynamic elements such as
the crane’s rope in this approach. In Fig. 6.20(a), the 3D map created using the crane
structure-based approach is depicted, emphasizing its significant accuracy and precision.
However, in Fig. 6.20(b), the multi-sensor fusion-based approach (vins) is unable to construct
a 3D map successfully.
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Fig. 6.19 The trajectory estimated by the proposed methods in scenario 3 is portrayed in
(a), revealing variations in the X, y, and z components of translation over time. The changes
in roll, pitch, and yaw are visually represented in (b). The experiment’s 2D trajectory is
depicted in (c), while (d) presents the 3D trajectory.
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®

Fig. 6.20 The proposed method’s pose estimation is employed to create a 3D map. Subfigure
(a) displays the 3D map generated with the pose estimated through the crane_info-based
approach, and subfigure (b) exhibits the 3D map created using the pose estimated through
the VINS-based approach.
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6.4 Conclusion

The central focus of this chapter is to comprehensively compare the accuracy and robustness
of three proposed algorithms for real-time pose estimation: the complementary filter and
crane structure-based approach, IMU-based neural network approach, and multi-sensor
fusion-based approach and real sensor-based pose estimation. Evaluations were carried out
using two types of cranes in different scenarios—indoors with a model crane and outdoors
with a real crane. The Crane Structure-based Approach yielded the most accurate pose
estimation results in both environments. However, the real sensor-based approach was
accurate indoors but unsuccessful outdoors, and the accuracy of vins pose estimation was

influenced by the presence of features in images.






Chapter 7

Conclusion and Future Work

7.1 Conclusion

The creation of a 3D map is of great importance for autonomous systems navigating in
unfamiliar environments. The application of 3D mapping spans various fields, including
autonomous driving, service robotics, agriculture, augmented reality, and construction.

In this study, three novel methods for multisensor fusion-based crane mapping are
proposed.

First, we propose a method for real-time sensor pose estimation and 3D mapping that is
based on complementary filters and crane structures. In this technique, we use a complemen-
tary filter in series with moving average filtering, combined with the structural information
of the crane, to estimate the sensor pose at each scan, even under the boom vibration. Using
the estimated sensor poses, we convert a set of 2D scans into a 3D point cloud map. To
further improve the map, we also developed a new pose graph optimization approach that
extracts planar structures in the environment and introduces them as additional nodes in the
pose graph. We evaluated the proposed method in simulation and real-world experiments.
The experimental results show that our method can effectively estimate the sensor trajectory,
build an accurate 3D point cloud map, and outperform one of the state-of-the-art methods.

Second, we present a method for large-scale 3D mapping and neural network-based
real-time odometry using an IMU and a slowly rotating 2-D LiDAR. In this technique, the
window of IMU readings is pre-filtered using a low-pass filter before being sent as input to
the neural network to estimate the change in position and rotation. A convolutional neural
network (CNN) and LSTM make up the neural network (LSTM). To create a large-scale
map, the predicted sensor pose is utilized to register the scans of a 2D-rotating LiDAR. The
proposed approach is tested in a gazebo environment.
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Third, our approach combines multiple sensors, including a camera, a rotating 2D lidar,
and an IMU on the crane boom, to create a real-time 3D map. Using an Extended Kalman
Filter (EKF), we fuse sensor measurements to estimate accurate sensor poses. The method is
evaluated in a simulation, demonstrating its effectiveness in precise sensor position estimation

and large-scale mapping.

7.2 Future Work

Here we summarize some limitations of the proposed 3D mapping methods and discuss future
research directions: In our complementary filter and crane structure-based mapping method,
pose estimation using IMU can run in real time, while the pose-graph optimization-based
map correction part takes a long time for large-scale mapping. Developing a more efficient
map correction algorithm is future work.

The limitation of the IMU-based neural network approach for the mapping method is that
3D mapping is not very precise. Our future work includes, firstly, the integration of learning-
based inertial odometry and traditional integration-based methods to get more accurate 6D
odometry and, secondly, minimizing the mapping error by introducing the close loop during
registration of the LiDAR scan.

The results of multi-sensor fusion-based mapping methods are preliminary. I am working

on implementing the proposed method in a real-world environment using the crane.
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