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Abstract—Low-delay networking and edge computing will
enable mission-critical applications to be delivered over wide-
area networks. We consider this trend to be the realization that
all users can share an application space without feeling any
distance difference. We propose a distributed processing scheme
that keeps the order of event occurrence regardless of the distance
between users and an application server. The proposed scheme
can be applied to both optimistic synchronization algorithms
(OSA) and conservative synchronization algorithms (CSA). In the
proposed scheme, arrival events with a delay within a predefined
set time (correction time) are sorted in order of occurrence before
application processing. We formulate the proposed scheme as
an integer linear programming (ILP) problem. The objective
function of ILP consists of the number of users excluded from the
delay quality, the amount of memory consumed for a rollback in
OSA, and the maximum end-to-end delay. The three parts of the
objective function are set weight and the sum of parts with weight
is minimized. We evaluate the proposed scheme for 1000 users
distributed in two types of network models. Numerical results
indicate that the proposed scheme reduces memory consumption
compared to that of the conventional OSA scheme. The proposed
scheme works as CSA in which all events are sorted in the
occurrence order if the correction time is set above the delay
for the slowest event to arrive at the server.

Index Terms—Delay sensitive service, distributed processing,
middleware, optimistic synchronization, conservative synchro-
nization

I. INTRODUCTION

The launch of 5G services [1] and the advocacy of All-
Photonics Network [2] by a telecommunications carrier have
accelerated the realization of ultra-low-delay networks. These
low-delay networks and a low-delay cloud computing infras-
tructure, such as edge computing [3], can provide various
Internet of Things (IoT) services over wide-area networks.
It is expected that these trends will accelerate and mission-
critical applications will be provided. We consider this to be
the realization that all users can share an application space
without feeling any difference in distance from each other.

To share the space without feeling any difference in dis-
tance, an issue is a difference in delay due to the location
of each user in addition to network delay. Services that do
not share the space with participating users, such as video
distribution, reduce network delay by caching information in
the edge cloud closer to the user [4]. On the other hand,
services that share the space, such as network games, may
not reduce network delay by caching information in the edge
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cloud closer to the user due to the difference in delay for each
user location. This is because the application state changes
from moment to moment due to events from multiple users or
the edge cloud closer to one user may be further away from
other users. To overcome such delay differences for each user,
shooting games take measures to judge hit decisions based
on past coordinate positions [5]. Although each application
takes various measures, delay differences for each user due
to the location of the users for applications is a common
issue for real-time IoT applications such as automatic driving
and telemedicine. Therefore, the solution to this issue should
work as a common function that can be used by multiple
applications such as operating systems (OS) and middleware.

Research on processing events while maintaining the event
order occurrence (event order guarantee) between multiple
processing systems is studied in the field of parallel distributed
processing. There are two typical algorithms for event order
guarantee: conservative synchronization algorithm (CSA) and
optimistic synchronization algorithm (OSA) [6]. In CSA, all
events are sorted in occurrence order before processing the
application. In OSA, the application processes events in the
order of arrival. If a past event is received, the application
state is rollback and modifies the processing results. CSA-
based distributed processing communication scheme [7] is
introduced for applications provided over wide-area networks.
In this scheme, applications work on each distributed server
and process all events in occurrence order. All events in each
server are sorted in occurrence order and processed at the
time named in virtual time. The virtual time is determined
based on the maximum user-server delay. All events rearrange
at a time that is delayed by the maximum user-server delay
from the current time. In OSA, Time Warp [8] is a well-
known scheme for the rollback process. Various types of
research are also studied to reduce memory consumption
which retains the application state for the rollback process. In
an OSA-based distributed processing communication scheme,
the network design scheme that minimizes the maximum delay
is introduced at the condition of the constraint for rollback time
with memory resources [9]. Thus, CSA is less burden to the
application but has poor delay characteristics. OSA has good
delay characteristics because events are processed in order of
arrival, but it is a high burden for the application to retain the
state for the rollback process.



In this paper, we propose a distributed processing commu-
nication scheme that can be commonly used for CSA and
OSA applications. The proposed scheme is intended to be
implemented as an OS or middleware function that can be
commonly used by each application. In the proposed scheme,
the correction time (T,p1) is introduced, and the event order
guarantee is performed based on T,). The proposed scheme
performs as an event order guarantee that achieves CSA
when T, is set above the delay for the slowest event to
arrive at the server. T, is set smaller than the delay, the
proposed scheme performs to reduce the amount of memory
consumed for rollback (memory consumption) in OSA. T}, is
set according to the service conditions, such as the acceptable
delay for application quality (Dcap). The objective function of
the proposed scheme consists of the number of users excluded
from the constraints of Dc,p, the memory consumption, and
the maximum delay on the application usage (delay). The three
parts of the objective function are set weight and the sum of
parts with weight is minimized. The problem is formulated as
an integer linear programming (ILP) problem to determine the
network topology of users and servers.

We evaluate the proposed scheme under the condition that
1000 users are randomly distributed in a square area, and the
application servers are located at the node positions of the
Kanto area of JPN [10] (JPN-Kanto) and COST239 [11]. As
an evaluation of the proposed scheme, excluded users from
D.,p,, memory consumption, and delay are compared with that
of the conventional OSA [9]. We evaluate the proposed scheme
at the application scenario; Augmented Reality (AR) / Virtual
Reality (VR) application [12], Intelligent Transportation Sys-
tem (ITS) [12] and First-Person Shooter (FPS) game [13],
with Dg,p,, of 1 [ms], 10 [ms], and 20 [ms], respectively.
The numerical results show that the proposed scheme can
reduce the memory consumption to 71.0% compared to OSA
in the JPN-Kanto when D, is set to 10 [ms] and T, is
set to 0.5 [ms]. In COST239, when D, is set to 20 [ms]
and T, is set to 5 [ms], the proposed scheme can reduce
memory consumption to 66.8% compared to OSA. A larger
T.p1 improves the reduction in memory consumption, but the
excluded users may increase by the constraints of D, since
delay also increases. From these results, the proposed scheme
contributes to the reduction of memory consumption while
maintaining the quality of service by setting 7T}, appropriately.
The proposed scheme can be also commonly used for CSA
and OSA applications, depending on the value of T,y for
distributed processing communication scheme.

II. PROPOSED SCHEME

A. Prerequisite of distributed processing and communication

We assume that the proposed scheme performs with mul-
tiple application servers located in a wide-area network.
Figure 1 shows the communication between servers in the
proposed scheme. Each user selects one server and is housed
on that server. Each server receives events from contained
users and sends the events to all other servers. In other words,
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Fig. 1. Prerequisites for communication of events among servers.

each server receives all events from the users housed in other
servers, and processes all user events.

B. Prerequisite of event order guarantee

In this subsection, we describe the event order guarantee
for the proposed scheme. Figure 2 shows an example of the
event arrival time for server 1 at the condition of the network
mentioned in Fig. 1. The event arrival time in Fig. 2 is
determined based on the server-to-server and user-to-server
delays in Fig. 2. Events a, b, and ¢ occur at 12:10, 12:05,
and 12:00, respectively. Events a, b, and c arrive at Server
1 at 12:13, 12:20, and 12:25, respectively. The arrival order
of events at Server 1 is reversed from the occurrence order
according to the network delay. The proposed scheme sorts all
events whose delay is within T},; in occurrence order. T, is
set according to the service condition, etc. Figures 3(a) and (b)
explain the event order guarantee at server 1 under the delay
condition in Fig. 2. Actual time + T}, in the figures indicates
the event notification time for application after the event order
guarantee process of the proposed scheme. Figure 3(a) shows
the case where 7,5, is 25 [min]. If the delay of event n is d,,,
event n waits for T, — d,. Event a, which has a delay of
3 [min], waits for 22 (=25-3) [min] and arrives at Server 1
at the event occurrence time + 25 [min]. Event ¢, which has
a delay of 25 [min], waits for 0 (=25-25) [min] and arrives
at Server 1 at the event occurrence time + 25 [min]. Events
whose delay is within T}, are sorted in the event occurrence
time + T, (25 [min]) and then arrive at the application.
Figure 3(b) shows the case where T} is 12 [min]. Event a,
which has a delay of 3 [min], waites for 9 (=12-3) [min] and
arrives at Server 1 at the event occurrence time + 12 [min].
Event ¢, which has a delay of 25 [ms], has a wait time of
-13 (=12-25) [min]. This means that event c cannot arrive
at the application within 12 [min]. Therefore, event ¢ cannot
be sorted in occurrence order and arrives 13 [min] later than
T.p1. Events with a delay (d,,) greater than T}, arrive at the
application with a delay of (d,,-T},p1) and are rollbacked. The
proposed scheme performs as the event order guarantee that
realizes CSA when T}, is set above the delay for the slowest
event to arrive at the server.

Figure 4 shows the rollback process in the case of Fig. 3(b).
When event c arrives, the processing result is corrected by the
rollback process. When events a and b arrive at the server,
the order of events a and b is a reversal from the occurrence
order. However, the proposed scheme performs the events
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Fig. 2. Example of event arrival time at server.
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Fig. 3. Examples of event order correction.

order guarantee before application processing, and the rollback
process is not needed.

C. Delay and rollback process

This subsection describes the delay and the rollback process
in the proposed scheme. D{j** is the maximum user-server
delay to which the user belongs. Dg'?* is the maximum server-
server delay. As shown in Fig. 2, an event goes through
multiple servers to arrive at the destination server. The delay
for the slowest event to arrive at the destination server is
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Fig. 4. Examples of rollback process in case of Fig. 3(b).

DyF#* + Dg'**. In other words, if Ty, is Dy + Dg'®*, the
order guarantee for all events is possible. We describe the
differences between the proposed scheme and the conserva-
tive synchronization algorithm (CSA) [7] and the optimistic
synchronization algorithm (OSA) [9]. Table I shows the delay,
Dtotal "and the maximum time to retain the application state
for rollback (rollback time). Dt°t?! indicates the maximum
application operation delay from the perspective of users. In
the proposed scheme, D'°*?! varies depending on Topr. If
events arrive at the server within T, the proposed scheme
guarantees the order of events. If events arrive at the server
over T, the events are processed upon arrival at the ap-
plication. As shown in Table I, D% is the larger value of
Top1 + D> or 2D{*, If DF** is within T, the delay is
Tap1+D{* . This is because the maximum delay of arriving at
the server is T, and the maximum delay of sending from the
server is D{**. If the D is over Ty, the delay is 2D
since the maximum delay of arriving at the server is D{®*
and the maximum delay of sending from the server is D{j%*.
As shown in Table I, the rollback time is D{}**+ Dg'™* =T, 1,
since the events whose delay is within T}, are sorted in order
of occurrence. In CSA, events arriving within the maximum
delay, D{®* 4 Dg'®*, are guaranteed event order. The waiting
time to send the processing results is controlled so that Dtta!
is 2D + Dg**. In OSA, events are processed as soon as
they arrive. Therefore, D*°'?! is a round-trip delay (2D2).
The rollback time is D{j** + Dg**.

TABLE I
MAXIUM DELAY FOR USERS AND ROLLBACK TIME OF THE PROPOSED AND
CONVENTIONAL SCHEMES.

Delay (Dtotal) Rollback Time

Tapl + D{r]lax

Prop. (Tapl > DgaX) D{?ax + DISIlaX _ Tapl

Prop. (Tupy < D) 2Dpax
CSA [7] 2Dpax 4 pmax 0
OSA [9] 2Dmax Djpax . pmax




D. Formulation

In this section, we formulate the proposed scheme as an ILP
problem. The acceptable delay for application quality (accept-
able delay) is Dcap. The user selects a server so that Diggal
does not exceed D,,. We set the number of excluded users
as the objective function since high delay may be excluded
due to the restriction of Dc,p,. In this evaluation, the amount
of memory required for rollback (memory consumption) is
treated as the rollback time. This is because the smaller the
rollback time can reduce the memory for retaining the appli-
cation state. The user selects one optimal server from multiple
candidate servers. Table II shows the given parameters and the
decision variables. The first objective function is the number
of excluded users due to Dg,p,, which is denoted by U excl
The second objective function is the memory consumption,
D+ D@ —T, 1. The third objective function is the delay,
Dt°tal We aim to minimize the sum of the weights of the three
parts of the objective function; a weight for each part is set.

TABLE II
GIVEN PARAMETERS AND DECISION VARIABLES OF THE FORMULATED
OPTIMIZATION PROBLEM.

Given Parameters | Description

Tap1 Correction time
Decap Acceptable delay for application quality
dpi Delay between user p € V5 and server ¢ € Vg
dij Delay between server ¢ € Vg and
server j € Vg \ {3}
Decision Variable | Description

Dgex Maximum user-server delay

Dgax Maximum sever-server delay

Dtotal Maximum user-application delay

yexel Number of excluded users

Tl zi = 1if link (k,1) € E is selected,
and z; = 0 otherwise

Yi y; = 1 if server ¢ € Vg is selected,
and y; = 0 otherwise

Up up = 1 if user p € Vy is excluded,

and up = 0 otherwise

The network model is an undirected graph G(V,E). V
and F are the set of nodes and the set of undirected links,
respectively. The set of users is denoted by Vi and p € Vy.
The set of servers is denoted by Vg and ¢ € V5. The node is
either user or server, so VyUVg = V and VyNVs = (. The set
of user-server links is denoted by Ey. (p,i) € Ey is the link
between user p € Vs and server ¢ € Vg. The set of sever-server
links is denoted by Es. (i,7) € Es is the link between sever
i € Vg and server j € Vg \ {i}. The link is either user-server
and server-server link, so EyUEs = E and EyNEs = 0. dy;
is the delay of the link between user p € Vy; and server ¢ € Vg.
D{#* is the maximum delay among the selected user-server
links. d;; is the delay of the link between server ¢ € Vg and
server j € Vg \ {i}. D is the maximum delay among the
selecetd server-server links. xy; is a binary variable for link
(k,1) € E, where x;=1 if link (k,[) is selected, and x4;=0

otherwise. y; is a binary variable for server ¢ € Vg, where
y;=1 if server 7 is selected, and y;=0 otherwise. u,, is a binary
variable for user p € Vy, where u,=1 if user p is excluded
and u,=0 otherwise. The proposed scheme is formulated as
follows equations.

Objective  min{U™ + o(DPE™ 4+ D™ — T,,1)

+6Dt0tal} (la)

s.t. Z Tpi = 1,¥p € Vy (1b)
i:(p,i)€EEy
Z up < U (1c)
pEVU
dpi(Tpi —up) < DG, V(p,i) € By (1d)
dijri; < Dg™*,V(i,j) € Es (1e)
DII’EIH.X +Tap1 S Dtotal (lf)
2DII}]aX S Dtotal (lg)
ptotal < Dcap (1h)
Yi > i, p € Viyyi € Vg (1i)
yi +y; — 1 < 25,V(,j) € Fs (1j)
zij < yi,Vi € Vs, (i.§) € Es (1K)
xi; < y;,Vj € Vi, (4,) € Es 1
2 € {0,1},V(k,1) € Es U Ey (1m)
y; € {0,1},Vi € Vg (1n)
up € {0,1},Vp e Wy (1o0)

Equation (1a) indicates that the objective function with three
parts, which are U®*¢l, pmax 4 pmax _ T, and Dol Set
o and ﬂ to be Uexcl > Oz(D%laX + Dénax o T'apl) > ﬁDtotal_
Equation (1b) indicates that each user selects one server from
candidate servers. Equation (lc) indicates that the number of
excluded users is U, Equation (1d) indicates that Dy
is the maximum delay for the selected link (p,i) € Ey.
Equation (le) indicates that Dg*** is the maximum delay for
the selected link (¢, j) € Egs. Equations (1f)-(1g) indicate that
Dttal is the larger of T,y + DMa¥or 2D®ax, Equation (1h)
indicates that D**a! does not exceed D.,,. Equation (1i)
indicates that if link (p,i) € Ey is selected, server i € Vg
is selected. Equations (1j)-(11) are a linear expression for
Yi * y; = Z;;. Equations (Im)-(lo) indicate that xy;, y;, and
u, are binary variables.

III. NUMERICAL EVALUATION AND DISCUSSION

This section investigates the performance of the proposed
scheme. We evaluate the number of excluded users, mem-
ory consumption, and the delay, and compare those to the
conventional OSA scheme. The parameters of « and [ in
Eq. (1a) are set to 0.01 and 0.00001, respectively. We use IBM
ILOG CPLEX Optimization Studio (CPLEX) [14] to solve
ILP problems. The computer is configured with the Intel(R)
Xeon(R) Gold 6132 CPU @ 2.60GHz with 28 cores. The
amount of memory is 128 Gbytes. As shown in Eq. (2), the
memory reduction ratio for the proposed scheme compared to



that of the conventional OSA scheme is expressed as R. We
max,Pro

denote Dj®* and Dg** in the proposed scheme as Dy
and DF*F™ receptively. We also denote D#* and D@

) ax,08A ax,0SA -
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max,Pro max,Pro
— Dy + Dg — tapl

R= 2)
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Fig. 5. Location of servers and users.

We evaluate the proposed scheme with two different topolo-
gies. The candidate servers are located at nodes of the JPN-
Kanto [10] and nodes of COST239 [11], as shown in Fig. 5.
There are 1000 users in each topology. In JPN-Kanto, there
are eight candidate servers, and 1000 users are randomly
distributed in an area with a latitude of 139 degrees to 140.4
degrees and a longitude of 35.2 degrees to 36.8 degrees. In
COST?239, there are 11 candidate servers, and 1000 users are
randomly distributed in an area with a latitude of -2 degrees
to 18 degrees and a longitude of 44 degrees to 57 degrees.
Network delay usually includes transmission delay, processing
delay in switches, and queuing delay during congestion. In
this evaluation, the netowork delay is treated as transmission
delay since it tends to be proportional to transmission distance.
The delay is assumed to include the processing delay and
the queuing delay. The transmission delay per 1000 [km] is
assumed to be 5 [ms]. The user-server delay is proportional
to the linear distance in coordinates and three times the linear
distance. This is because the metro network often is composed
of ring topologies in the actual network. We assume that the
proposed scheme is provided at quality-guaranteed networks
for delay-sensitive services. The network guarantees the delay
based on service level agreement (SLA) [15]. We configure
D, for three types of AR/VR [12], ITS [12], and FPS
games [13]. D¢, in the AR/VR, ITS, and FPS are set for
I [ms], 10 [ms], and 20 [ms], respectively [12]- [13].

We evaluate the number of excluded users, U, and
the memory reduction rate, R, of the proposed scheme and
compare it to the that of the conventional OSA scheme. We
set T,p1 in the range from O [ms] to Dg,, [ms]. Figure 6
shows the results for JPN-Kanto with D, set to 1 [ms] and

10 [ms]. Figure 7 shows the results for COST239 with D,y
set to 10 [ms] and 20 [ms]. In Figs. 6 and 7, the first vertical
axis is R, the second vertical axis is U*!, and the horizontal
axis is T,p1. As shown in Figs. 6 and 7, R tends to decrease
as T,y increases, since the memory consumption (=rollback
time), D> + Dg*** — T, 1, decreasing by increasing T,p1. In
Figs. 6(a), (b), 7(a), and (b), R is 0 at T, = 1 [ms], 2 [ms],
10 [ms], and 15 [ms], respectively. These results indicate
that the rollback time, D{j** + Dg'®* — T,, is reduced by
increasing the correction time, T,p1. In other words, if Ty
is set above the rollback time, D{j** + Dg'®*, the rollback
process is unnecessary. In Figs. 6(a), (b), 7(a), and (b), R is
100% at T},;,; = 0 [ms]. These results indicate that the proposed
scheme works as OSA when T}, = 0 [ms].

As shown in Figs. 6 and 7, U increases by increasing
T.p1, since the delay increases by T, increasing, and the users
with a high user-server delay are excluded to satisfy the delay
constraint. As shown in Figs. 6(a) and (b), if T, and the
location of users are the same, U increases when Deyp is
small. As shown in Figs. 6(b) and 7(a), if Dc,p, and T, are the
same, U*“! increases when users are widely distributed (high
delay). From these results, the proposed scheme contributes
to reducing the memory consumption in OSA and behaves in
CSA when T, is set above Dj** + Dg?*.

We discuss the proposed scheme in terms of R and D't
Figure 8(a) shows R and D'l of the proposed scheme under
the same conditions as Fig. 6. When D, is 10 [ms] in
Fig. 8(a), R is 71.0% at T, = 0.5 [ms]. When Dy, is 1 [ms]
in Fig. 8(a), Ul is 244, 244, and 1000 at T, = 0.15 [ms],
0.5 [ms], and 5 [ms], respectively. This is because a larger T,
may increase the excluded users because of the larger delay.
When D, are 1 [ms] and 10 [ms] in Fig. 8(a), R decreases
with increasing T, because the rollback time is reduced by
the increase in T,y D't increases with increaseing Typ if
Topi is greater than DIax. D%l g equal to 2DJ* if T,
is smaller than D{**. A smaller D.,, becomes stringent for
the delay constraint and the users with high delay may be
excluded. From these results, the proposed scheme requires
T.p1 to be set in consideration of De,yp,.

Figuer 8(b) shows R and D'l of the proposed scheme
under the same conditions as Fig. 7. When D, is 20 [ms]
in Fig. 8(b), R is 66.8% at T,, = 5 [ms]. When D, is
10 [ms] and T,y is 5 [ms], Uexel is 0 and 168 in Fig. 8
(a) and Fig. 8(b), respectively. This is because COST239
has a wider distribution of users (higher delay) than JPN-
Kanto and users far from the server are excluded in order
to satisfy the delay constraint. The optimal 7}, varies with
the distribution of users even if the same D.,,. When users
are widely distributed, more users might be excluded from
the delay constraints. As shown in Fig. 8(a), R decrease
with increasing T},,1. The proposed scheme reduces memory
consumption, R, compared to that of the conventional OSA
scheme in two types of networks. In the proposed scheme, the
optimal T, should be set carefully for the constraint of the
acceptable delay, Dc,,. The proposed scheme is effective in
reducing memory consumption or excluded users compared to



that of the conventional OSA scheme due to the optimal T,
considering D, and user distribution. The proposed scheme
works as CSA in which all events are sorted in the occurrence
order when T, is set above D{** + Dg'**. These results
indicate that the proposed scheme can be commonly used for
both CSA and OSA applications, and contributes to reducing
memory consumption and expanding the number of users.
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in JPN-Kanto.
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Fig. 8. Memory consumption ratio, R, and delay, Dtotal in JPN-Kanto and
COST239 of the proposed scheme.

IV. CONCLUSION

We proposed a distributed processing communication
scheme that can be applied to both optimistic synchronization
algorithms (OSA) and conservative synchronization algorithms
(CSA). The proposed scheme performs event guarantee before

processing the application based on T,,. We evaluated the
proposed scheme for 1000 users distributed in Kanto model
of JPN (JPN-Kanto) and the COST239 model. From the results
of the numerical evaluation, the proposed scheme reduces the
memory consumption to 71.0% in JPN-Kanto, and to 66.8%
in COST239 compared to that of the conventional OSA. In
the proposed scheme, the optimal T,,; should be set carefully
for the constraint of the acceptable delay and user distribution
because the delay may be increased. The proposed scheme
works as CSA in which all events are sorted in the occurrence
order if T, is set above the delay for the slowest event to
arrive at the server.
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