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Integrated circuits have been advanced by miniaturization of complementary metal ox-
ide semiconductor (CMOS) devices, but the thickness of gate oxide films is reaching to
the ultimate limit. Thus beyond CMOS devices becomes a primary interest of science.
Spin waves (SWs) transmit information even in the insulators, since they transport
spin momentum rather than electron. Wavelength ranging from tens of nanometers to
millimeters gives easy access to magnonic band with arbitrarily structures, thus posi-
tive utilization of wave nature is expected to yield of another possibility in operations.
In this work, yttrium iron garnet, one of notable insulating magnet, was employed as
waveguide material. Based on this material, several waveguide structures were inves-
tigated to control wave flows, and their potential applications were explored.

First, performance of SWs as magnetic field sensors was studied with artificial
magnetic lattices (AMLs). Copper stripes covering the waveguide surface act as AML.
When defect layer with extra periodicity was added, a localized mode was observed.
Contrary to the optical counterpart, demagnetizing effect caused incoherence of in-
terference. By considering this factor, calculation showed reasonable agreement with
experimental results. Large slope of transmission intensity in the vicinity of the local-
ized mode was used for sensors together with the sharp magnetic field dependence of
magnonic band. Nevertheless, minimum resolution of the sensor was only about 10−4

Oe. Limitation was due to temperature drift, and thus differential circuit was applied
to magnonic devices. By using this circuit, phase rotation induced by magnetic field
and temperature drift can be separated, yielding in suppression of temperature sensi-
tivity from −20 deg./◦C to −9.5× 10−3 deg./◦C.

Next, interferometers were studied for the 3-input majority function. Boolean
sum and product can be also represented by a majority gate. Since data was encoded
in the phase of propagating waves, forward volume SWs with isotropic dispersion was
used. In advance, basic properties were investigated with 2 wave interferometry in
the linear waveguide. The contributions of backscattered waves from waveguide ends
gave rise in instability of operation, and which was terminated by thin gold layer
with the thickness of tens of nanometers. In these thicknesses, two SW modes with
different wavenumber were generated. Attenuation was strongly enhanced at thick-
nesses of mode hybridization. Terminated waveguide exhibited stable performance to
a magnetic field deviation over 30 Oe. This is the first experimental report of the
interferometer using forward volume SWs. This principle was expanded in the 3 wave
interferometry with the Ψ-shaped interferometer. Obliquely incident SWs to the junc-
tion caused mode transition. Thus waveguide width was limited in order to be single
mode. With this interferometer, control of Boolean sum and product by majority
function was achieved. Stability of the operation to the magnetic field, and wave flow
at the junction area were further investigated.

In this study, several waveguides to control SW flow were studied on AMLs and
interferometers. Controllability of magnonic band holds promise of extremely short
wavelength and high speed clocking in the future, expecting a prospect as beyond
CMOS device.
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Chapter 1

Introduction

1.1 Spin Waves for Beyond CMOS Devices

Complementary metal oxide semiconductor (CMOS) underlies integrated circuits, and
high-performance CMOS devices cannot be separated from the sustainability of modern
information technology. So called More Moore describes one of the basic strategies of the
development, in which the operational speed has been accelerated and the element size
has been miniaturized over a half century. So far CMOS devices have adopted technolog-
ical breakthroughs, high-K metal gate or FinFET (3-D tri-gate) for example, to steadily
extend More Moore strategy.1 Nevertheless, this strategy is facing to the ultimate limit,
financially or physically in near future.2 Therefore CMOS devices are taking equivalent
scaling called More than Moore. Integration of multi-functionalities such like sensors and
actuators, namely system on chip (SoC), improves a total performance of integrated cir-
cuits.3 On the other hand, another viewpoint of the development called beyond CMOS
have attracted the interest of researchers to alternate the concept of CMOS devices.4,5

One promising direction may be the replacement of semiconductors by carbon nanotubes
or graphene nanoribbons. Utilization of their unique band structures are expected to
dramatically advance a mobility of electron, enabling further miniaturization and high
speed switching.6,7 However, a leakage current while switching generates wasted heat,
and the wasted heat increases the heat density as accelerating the switching speed or
integration. This unavoidable issue is the fundamental drawback of the transistor, as
long as information is transported by electrons.

Spin waves (SWs) are the collective excitation of magnetic moments in ferromag-
nets, in which microwave signals are transmitted in GHz region. Unlike to the electronic
devices, spin wave devices (SWDs) transport spin momentum, yielding in free of elec-
tron transport. Thus SWDs are expected to overcome the drawback of leakage current.
In addition, formalism of minibands and tunability of dispersion characteristic are to-
tally differ from their optical and acoustic counterparts, and of course semiconductors.8,9

This enables to control of microwave signals in various situations. Such advantage had
accepted in the telecommunication market in 1980’s.10–12 GHz filters, delay lines and
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signal to noise enhancers had been investigated, and resulted in production of commer-
cial microwave devices. Most of these analogue technologies had been replaced in recent
years by digital signal processing. On the other hand, development of nanotechnology
enabled downscaling of SWDs. This technological advancement shifted paradigms. So
called magnonics is aiming at manipulation, transportation and storage information with
SWDs.13–15 Since SWs are free of electron transport, SWDs can be integrated even in
the magnetic insulators, e.g. yttrium iron garnet (YIG).16 Joule loss and accompany-
ing heating are expected to be minimized in this system. Moreover, small spin orbit
interaction in this material enables long distance transport of the spin momentum. Fab-
rication of µm-thick YIG films with bulk-like magnetic properties was achieved by using
liquid phase epitaxy around 1970’s.17–19 This breakthrough had greatly contributed to
the realization of practical microwave devices in the past. The renaissance of the SWD
was started by the introduction of pulsed laser deposition technique on state of art.20,21

Resulting ultra-thin films are approaching to the thickness of several nanometers.22 The
shortest wavelength reported in the YIG thin film is comparable to that of soft X-ray.23

The availability of such short wavelengths holds great promise on the downscaling and
integration of SWDs into nanoscale, without increasing the heat density.

Notable benefit to use SWs instead of CMOS devices is the capability for the pos-
itive utilization of wave phenomena. Since the wavelengths of de Broglie waves are too
short to manipulate, application of wave phenomena in the CMOS devices is limited to
the specific technologies such as tunnel FET and such wave nature is rather suppressed
for the synchronization of the distributed constant circuits. In contrast, wavelengths
of SWs are ranging in tens of nanometer to several millimeters, depending on types of
the dominant magnetic interaction. This wide tunability removes technical barriers to
operate rich wave phenomena in SWDs. For example, a superposition of waves easily im-
plements a majority function, which excels at realizing full adder circuits.24 Orthogonal
frequency-division multiplexing may be available in the system, yielding in a possibil-
ity of parallel data transmission.25 Since SWs are dominated by nonlinear magnetic
interactions, a strong excitation of the ferromagnetic system induces various nonlinear
phenomena.26 Such parallelism and nonlinearity would underlie the architecture of neu-
ral networks.27 These potentials of the wave-oriented logic elements will show enough
prospectives as beyond CMOS devices. With this in mind, a control of wave flow in the
ferromagnetic system is essential to pave the way for exploring potential of SWDs.

1.2 Magnetic Field Sensors

One of the the notable features of waves is interference, which can be controlled by
periodic modulation of propagation constants of the waveguide. Such artificial lattice
have been extensively studied especially in the field of optics, as known as photonic
crystals.29 The magnonic counterpart of photonic crystals is called magnonic crystals
(MCs), which is a key component of SW flow control. The primitive application of MCs
is microwave filters, in which a stop band prohibits a propagation of microwave signals at
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(a) (b)

Figure 1.1 Application of MCs to a magnetic field sensor. (a) Frequency shift in the stop
band corresponding to the change in the bias field from 200.0 Oe to 204.5 Oe with an
interval of 1.5 Oe. (b) Change in the transmission power of the SW at 3.02 GHz with
respect to the change in a bias magnetic field of +0.5 Oe from 204.5 Oe.28

the Bragg frequency. Furthermore MCs yield of rich functionality such as power limiter,30

generator,31 temporal memory32 and so on. Such extensive potential is quite interest from
the view point of SoC. In this manner, very unique application was demonstrated by M.
Inoue et al., in which MCs is capable of sensing the magnetic field as shown in Fig.1.1. In
this report, the magnetic field tunability of the wavenumber was incorporated with the
band edge of MCs. Since the transmission intensity in the vicinity of the Bragg frequency
strongly depends on the excitation frequency, the shift of the Bragg frequency due to the
magnetic field is drastically presented in the transmission intensity. The author reported
a gigantic change in the intensity of 9,336%/Oe, and this was greater than that of GMI
sensors, e.g. 600%/Oe.33 Thus a possibility of another application of MCs was opened.

Nevertheless, a specific magnetic field resolution of the MC-based sensor was not
mentioned in the report. Thus in this study, the specific magnetic filed resolution was
evaluated by the homemade testing system, and prospectives as a magnetic field sensor
are reviewed. Since in Fig.1.1b, transmission power become very weak in the sensitive
area due to the use of stop band spectra, a localized mode is rather employed, in which
a convex transmission spectra is obtained at the Bragg frequency. Obtained knowledge
about magnetic field dependence and the related experimental technique will be utilized
in the later investigations about logic elements.

1.3 Wave-oriented Logic Elements

In the past decade, the main target of SWDs has been changed to the computation rather
than analogue signal processing at microwave frequency. Waves, including SWs, excel
at encoring information in their phase, and providing a logic output via superposition.
Therefore varieties of SW interferometers have been demonstrated as a key component of
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Figure 1.2 Demonstrated wave-oriented logic elements. (a) XNOR gate. Phase shift of
SWs in the YIG waveguides are controlled by current inputs I1 and I2. The resulting
waves are superposed at the output multiplexer, in which the interference is carried out
by electromagnetic waves.34 (b) Solid state SW interferometer. Input SWs are injected
from EX1 and EX2, and interfered beneath DT antenna. Constructive and destructive
interference by SWs are clearly visible.35

wave-oriented logic elements. In 2005, M. P. Kostylev et al. reported a phase controller
incorporated with a pulse current modulating the magnetic field of the waveguide.36

Based on the result, they demonstrated a XNOR logic gate as shown in Fig.1.2a. In
this experiment, the SWs were only used in the purpose of controlling the phase of elec-
tromagnetic waves, and superposition was done by a microwave multiplexer. Magnonic
counterpart of the multiplexer, namely SW interferometer, was separately demonstrated
by N. Sato et al., in which clear constructive and destructive superposition of SWs are
displayed as shown in Fig.1.2b. Such elemental technologies have been enthusiastically
studied by several research groups, nevertheless presented elements in proof-of-principle-
type form do not overcome the CMOS technology in operational efficiency, element size,
and speed. However, fundamental studies on the field of spintronics are rapidly advanc-
ing the potential of SWDs.15

Apart from the studies of elemental technologies, there are prospects of function-
alities provided by SW networks. Constructive and destructive superposition of waves
excel at implementing the majority function rather than the simple XNOR gate. One
of the well-known applications of majority gates is the full adder circuit. In the case of
full adder circuit, a specific topology of SW network was proposed as shown in Fig.1.3.
In the conventional logic circuit, a sum and carry out of 1 bit full adder circuit can be
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Figure 1.3 Concept of 1 bit magnonic full adder circuit. ME denotes magneto electric cell
which to convert electrical signals to SWs and vice versa. After receiving clock (CLK)
signals, each ME cell transit to the metastable state to accept superposed signal of SWs.
A and B represent input signals. Cin and Cout are carry in and carry output, respectively.
I2 is the intermediate ME, in which the received signal is amplified to double. A time
duration twp represent a delay of propagation in the distance R.24

represented by a following logic formula:37

Sum = (A⊕ B)⊕ Cin, (1.1)

Cout = A · B+ Cin · (A⊕ B). (1.2)

To realize this functionality, typically over 28 transistors are required in the conventional
logic circuit, yielding in a large delay, element size, and power consumption. Thus such 1
bit full adder circuit is often used as an index of performance of Beyond CMOS devices.
By using majority gates, Eq.1.1 and Eq.1.2 can be simplified by

Sum = MAJ(A,B,Cin,−2MAJ(A,B,Cin)), (1.3)

Cout = MAJ(A,B,Cin). (1.4)

It should be noted that the sum and carry out can be implemented only by majority
gates, yielding in the easy implementation. The benchmark of the SW network was also
given by P. Shabadi et al. and compared with the 45 nm node CMOS implementation
in Table1.1. The benchmark indicated the advantage of the SW network especially in
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(a) (b) (c)

: Excitation source

Figure 1.4 Classification of SW network topology. (a) Type-I. All sources are aligned in
a single line.35,39,40 (b) Type-II. Each source has dedicated waveguide, and wave super-
position was mainly done at the junction area.41–43 (c) Type-III. No waveguide is exist
and superposition was done at the entire device plane. Connectivity was determined by
the relative distance between each excitation source.44–47 Red points represent excitation
source of SWs, and green surfaces show propagating waves.

power consumption and element size. According to the above report, parallel counters
can be also implemented in the same manner, which is used in a fast parallel multipliers.
Furthermore, a majority function underlies various potential applications such as fault
tolerant system, threshold logic, spectrum spread coding, and artificial neural networks
and so on.38

Nevertheless, the fundamental study is still necessary to bridge conceptual SW
networks and underling SWDs. In Fig.1.3, careful discussion on the SW flow between
ME cells was still uncompleted, and such complicated networks have never experimen-
tally shown. The 1 bit full adder requires a SW interferometer with 3 fan-in and 3 fan-out
and its topology belongs to the type-II in Fig.1.4. So far the topology of experimentally
demonstrated interferometers belonged to the type-I. The waveguide geometry is homo-
geneous in the propagation direction, and this situation argues to consider the waveguide
as an 1-D transmission line, like a conventional electrical circuit. In contrast, in the type-
II topology, a wave superposition is done at the junction area of the waveguides, and the
1-D approximation is no longer valid because of the change of waveguide shape at the
junction area. Change of the waveguide shape affects the magnetic anisotropy, yielding
in the magnetic field inhomogeneity. In addition, certain SW modes exhibit strong di-
rectivity. These realistic properties may induce an extra scattering at the junction area.
Type-III topology may cancel the problem of shape magnetic anisotropy, but operational
scheme is currently abstractive.

Table 1.1 Benchmark of 1 bit full adder circuit.24

Fabric Delay (ps) Power (µW) Area (µm2) Elements

CMOS 250 36.5 20 32 Transistors
SW network 375 0.16 0.5 6 MEs

6



According to above discussion, the main challenge of this study is to show exper-
imentally the SW interferometer belonging to the type-II topology, which has 3 fan-in
to meet the requirement from the magnonic full adder circuit. To avoid the directivity
of SWs, the waveguide was perpendicularly magnetized so that isotropic forward volume
spin waves were excited. Throughout the study, the SW flow especially in the junction
area were carefully analyzed and the feature of type-II topology were summarized.

1.4 Overview of Thesis

In chapter 1, orientation to the field of magnonics and motivation of this work are pre-
sented. This work is organized as follows: In chapter 2, the basis of ferromagnetism and
SWs are presented together with the description of the aspect of yttrium iron garnet as
the best material for SW application. In chapter 3, numerical models of SW propagation
both in the bare surface and metalized surface are introduced, and MCs composed of
metallic stripes are studied. In chapter 4, a prospectives of MCs as a magnetic field
sensors is reviewed. Temperature sensitivity of devices is also investigated. In chapter
5, the first experimental demonstration of SW interferometer using forward voume spin
waves is presented. In chapter 6, the SW interferometer with type-II topology with 3
fan-in is experimentally demonstrated and flow of SW at the junction area is intensively
discussed. I finish this thesis with a summary and outlook in chapter 7.

7



Chapter 2

Magnetism and Spin Waves

In this chapter, the fundamentals of ferromagnetism and spin wave spectroscopy are ex-
plained. Beforehand, a simple picture of the origin of the magnetic moment is given in
§2.1. Landau-Lifshitz-Gilbert equation and permeability tensor are derived with begging
from the basis of magnetic moment. These bases describe behavior of the ferromagnetic
system irradiated by microwave systems. Then, basic properties and operation prin-
ciple of SWs under dipolar interaction are presented in §2.2. Since this study focuses
on yttrium iron garnet (YIG) as the waveguide material, its magnetic properties and
advantages are described from the viewpoint of SWDs in §2.3.

2.1 Dynamics of Magnetic Moment

2.1.1 Origin of Magnetic Moment

A circulating current gives rise to a magnetic dipole moment. In the classical Bohr model,
an electron with an electronic mass me rotates around a nuclei with the momentum P
and the orbital radius r. Following to kinetics, this motion gives the orbital angular
momentum l and the circulating current i by

l = r × P = r × (mev0) , (2.1)

and

i = −e v0
2π|r|

, (2.2)

where v0 is velocity of the rotational motion. Then a magnetic dipole moment in the
Gaussian-cgs unit system is given by

µl =

(
r

|r|
× i

)
π|r|2

c0
= (r × i)

π|r|
c0

, (2.3)

8



where c0 = 3 × 108 m/s is the speed of light in a vacuum. Substitution of Eq.2.2 and
Eq.2.1 into Eq.2.3 yielded

µl = − e

2mec
l. (2.4)

Eq.2.4 indicates an electron has a magnetic dipole originated from its rotational motion.
This is called orbital magnetic moment. The l of the electron and the induced µl are
oppositely directed due to the negative electronic charge. Eq.2.4 is also able to be

µl =
eℏ

2mec

l

ℏ
= µB

l

ℏ
, (2.5)

where ℏ is reduced Planck (Dirac’s) constant and

µB =
eℏ
2mc

= 9.2732× 10−21 erg/G, (2.6)

is called Bohr magneton, which is the minimum unit of magnetic moment. In addition
to µl, an electron is also known to have a momentum called spin magnetic moment µs,
which is different by factor of 2. Therefore µs can be written as9

µs = − e

mec
s = µB

2s

ℏ
, (2.7)

where s is spin angular momentum with a magnitude of |s| = ℏ/2. In the presence of
both spin and orbital angular momenta, a total magnetic moment µ becomes a vector
sum of µl and µs, which can be written as

µ =
µB
ℏ

(l+ 2s) . (2.8)

On the other hand, a total angular momentum j of an electron can be obtained as

j = l+ s. (2.9)

When comparing Eq.2.8 and Eq.2.9, it can be easily understood that µ and j are no
longer parallel due to the different contribution of s. Projection of µ along j gives

µ · j =
µB
ℏ

(l+ 2s) · (l+ s)

=
µB
ℏ
(
l2 + 3l · s+ 2s2

)
. (2.10)

9



By using Eq.2.9, a scalar product of l · s can be represented as

l · s =
1

2

(
j2 − l2 − s2

)
. (2.11)

Substitution of Eq.2.11 into Eq.2.10 gives

µ · j =
µB
ℏ

(
3

2
+
s2 − l2

2j2

)
j2. (2.12)

This corresponds to a parallel component of µ to j. For comparing to this, an effective
magnetic moment µj directly caused by j is defined. Following to Eq.2.8, a factor γ is
introduced to connect µj and j. Consequently, µj is obtained as

µj = γj. (2.13)

A projection of µj along j gives

µj · j = γj2. (2.14)

Comparing Eq.2.12 and Eq.2.14, an introduced factor γ can be defined as

γ =

(
3

2
+
s2 − l2

2j2

)
µB
ℏ

= g
µB
ℏ
, (2.15)

where the so-called g-factor is a measure of the strength of spin-orbit interaction, and
the introduced γ is generally mentioned as gyromagnetic ratio, which determines a rela-
tionship between the magnetic moment and angular momentum.

This result was obtained by treating angular momentums as classical vectors. Ac-
cording to the quantum theory, the squared magnitude of j is j(j+1) rather than j2. In
the same manner, those of l and s give l(l+ 1) and s(s+ 1), respectively. Thus g-factor
is strictly defined as9

g =
3

2
+
s(s+ 1)− l(l + 1)

2j(j + 1)
. (2.16)

So far the magnetic moment caused in the single electron system was discussed. If
there are several electrons in the system, angular momenta start interacting each other.
In many-electron system, three types of coupling mechanism can be defined.

1. Spin-Spin coupling

2. Orbit-Orbit coupling

10



3. Spin-Orbit coupling

In the system with weak spin-orbit coupling, spin angular momentum s and orbital
angular momentum l create macroscopic angular momentum independently. Then, the
resulting momenta creates a total angular momentum. This can be written as

S =
∑

si, L =
∑

li, J = L+ S. (2.17)

Hence results obtained for the single-electron system can be expanded to the many-
electron system by replacing momenta by L, S and J . This coupling scheme is called
Russel-Saunders coupling.

2.1.2 Landau-Lifshitz-Gilbert Equation

Previously, a relationship between magnetic moment and angular momentum was ex-
plained. Then the dynamics of magnetic moment µj on time t is described here. When
an effective magnetic field Heff is applied to the system, and µj is slightly tilted from
the Heff . Since such non-equilibrium state increases an energy of the system, µj receives
torques to align µj in the direction of Heff . And this torque drives precession of µj .

The configuration of the system is shown in Fig.2.1. A effective magnetic field
Heff is applied along w-axis. To express a rotational motion, the polar coordinate is
convenient. In the polar coordinate, a position of µj can be represented by (r, θa, θb).
The potential energy E of µj is given in the term of Zeeman energy. This yields

E = −µj ·Heff = µjHeff cos θa. (2.18)

Eq.2.18 indicates E takes a minimum value when µj and Heff are collinear and a non-
collinear location of them gives rise to E. The force experienced by µj is given by

F = −∇E

= −
(
r̂
∂

∂r
+ θ̂a

1

r

∂

∂θa
+ θ̂b

1

r sin θa

∂

∂θb

)
E. (2.19)

This force exerts a torque N on µj . Following to kinetics, N is described as

N = r × F

= −µjHeff
∂ sin θa
∂θa

(
r̂ × θ̂a

)
= µj ×Heff . (2.20)
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Figure 2.1 Precession of magnetic moment. (a) Schematic drawing. An effective magnetic
field Heff is applied along the mean direction (w-axis). A magnetic moment µj precess
around Heff . (b) Relationship of torques on µj from different angle. A yellow spiral
represents a trajectory of movement.

From the equation of motion in kinetics, the torque N is also given by

N =
dJ

dt
, (2.21)

where J is the total angular momentum of the system, yielding magnetic moment µj

by a gyromagnetic ratio γ. By using Eq.2.20, Eq.2.21, and Eq.2.13, a dynamics of µj is
given by

dµj

dt
= −γµj ×Heff . (2.22)

Eq.2.22 describe a precession of µj around Heff in the unit magnetic cell. It should be
noted that the size of µj is invariant on t. This is evidenced by taking inner product
of µj to Eq.2.22, yielding dµ2

j/dt = 0. Therefore the precession of µj dose not involve
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demagnetization.
To expand Eq.2.22 to a bulk of magnetic material, a macroscopic magnetization

M =
∑

µj is assumed. Since the magnetic material is homogeneously magnetized by
Heff , the resulting M can be simply considered as a large vector composed of an integer
multiple of µj . In addition, a restoring force is also take into account. This restoring force
align M to Heff after an enough duration of time. Finally, a dynamics of magnetization
can be written as48

dM

dt
= −γM ×Heff +

α

|M |
M × dM

dt
, (2.23)

where α denotes Gilbert damping, which is a measure of an attenuation of precession.
The second term describes a restoring force on M and the direction is shown in Fig.2.1b.
This equation is called Landau-Lifshitz-Gilbert (LLG) equation, describing the dynamics
of magnetization in a ferromagnetic material.

2.1.3 Permeability Tensor

LLG equation was introduced to describe a dynamics of magnetization. However, this
equation is represented in the term of time development, therefore it is not preferable to
analyze magnetization behaviors in the frequency domain. Electromagnetic simulators
are commonly used to design electronic devices used in frequencies in several GHz. Since
a Maxwell equation is used as the dominant equation in commercial electromagnetic
simulators, it is very convenient to model the magnetization dynamics in terms of the
permeability µ̄.

In this part, a magnetization dynamics at specific frequency ω is described. As
shown in Fig.2.1, The system is magnetized along w-axis. The dynamic magnetization
can be decomposed to the components parallel and perpendicular to w-axis. When pre-
cession angle is small, the parallel component of the dynamic magnetization is comparable
to the saturation magnetization MS . Thus perturbation terms are perpendicular to the
w-axis, and static terms are parallel to the w-axis. When monochromatic excitation is
assumed, the time dependence is ∝ eiωt. In this situation, dynamic magnetic field H(t)
and magnetization M(t) become

H(t) = νHeffŵ + h(t), (2.24)

M(t) = νMSŵ +m(t), (2.25)

where ν = ±1 is a direction of field vectors along mean direction ŵ. Both static compo-
nents are parallel to the mean direction ŵ. The magnetization precession at frequency ω
is considered by using Eq.2.23 in the Cartesian coordinate OM (u, v, w). Substitution of
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Eq.2.24 and Eq.2.25 into Eq.2.23 yields

iωmeiωt = −
{
νγMSŵh+ (νγHeff + iωα)m× ŵ

}
eiωt. (2.26)

To obtain Eq.2.26, a cross product of dynamic terms h×m is neglected because of the
small amplitude (small signal approximation is used). Then, solving Eq.2.26 for m yields

4πm = χ̄h =


χ iνκ 0

−iνκ χ 0

0 0 0

h, (2.27)

where

χ =
ωHωM

ωH
2 − ω2

, (2.28)

κ =
ωωM

ωH
2 − ω2

. (2.29)

For convenience,

ωH = γHeff + iωα, (2.30)

ωM = γ4πMS . (2.31)

are defined. Eq.2.30 is specially called Lamor frequency, which is associated with the
frequency of magnetization precession. In Eq.2.27, the coefficient matrix χ̄ represents
the magnetic susceptibility. Consequently, permeability tensor is obtained as

µ̄ = χ̄+ Ī =


µ iνκ 0

−iνκ µ 0

0 0 1

, (2.32)

where,

µ = χ+ 1 =
ωH (ωH + ωM )− ω2

ωH
2 − ω2

. (2.33)
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Magnetization dynamics at frequency ω is obtained in Eq.2.32. Since µ̄ is represented
in the form of permeability, it can be directly used in the commercial electromagnetic
simulators. More specifically, general electromagnetic simulators use electric field E as a
state vector, µ̄ is taken into account as

∇× µ̄−1 (∇×E)− k20

(
εr −

iσ

ωε0

)
E = 0, (2.34)

where εr is a relative dielectric constant, ε0 is the dielectric constant in vacuum, k0 is a
wavenumber of electromagnetic wave in vacuum, and σ is a conductivity, respectively. By
using Eq.2.34, a magnetization dynamics can be analyzed in commercial electromagnetic
simulators.

2.2 Spin Waves

2.2.1 Magnetostatic Waves

In the previous section, we discussed magnetization dynamics homogeneously excited
in the ferromagnet. When magnetic moments are locally excited, this local precession
starts propagating accompanying with finite phase difference. In the long wave limit
kd ≪ 1, where k is wavenumber and d is the film thickness, magnetic interaction called
dipolar interaction is dominant. In this situation, SWs are sensitive to the waveguide
geometry, and three orthogonal modes are formed. Damon-Eshbach spin wave (DE-
SW) is excited when the film is magnetized in-plane and when k is perpendicular to
M . Forward volume spin wave (FV-SW) is excited in the perpendicularly magnetized
films. In this FV-SW mode, since M is always perpendicular to k, this mode shows good
symmetry in the device plane. Backward volume spin wave (BV-SW) is excited when the
film is magnetized in-plane and when k is parallel to M . These are shown in Fig.2.2a-c.
Each dispersion curves can be described as follows.49

DE-SW

ω2 = ωH (ωH + ωM ) +
ω2
M

4

(
1− e−2kd

)
. (2.35)

FV-SW

ω2 = ωH

[
ωH + ωM

(
1− 1− e−kd

kd

)]
. (2.36)

BV-SW

ω2 = ωH

[
ωH + ωM

1− e−kd

kd

]
. (2.37)
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Figure 2.2 Propagation mode of magnetostatic waves. Schematic illustrations of (a)
Damon-Eshbach spin wave, (b) forward volume spin wave, and (c) backward volume
spin wave. In the figure, M denotes magnetic moments and k denotes wave vector. (d)
Calculated dispersion curves for three orthogonal configuration. Calculated wavenumbers
are normalized by film thickness d. The sign (±) represent the direction of energy flow
from the source.

It should be noted that all dispersion curves k(ω) include the factor of d. This fact
indicates the wavelengths of magnetostatic waves can be downscaled in thinner magnetic
films. Typical dispersion curves are calculated with H0 = 200 Oe, and 4πMS = 1760 G
and are shown in Fig.2.2d.

All SWs formed transmission band, and k = 0 of each modes was appeared at GHz
region. In contrast to electromagnetic waves, k = 0 corresponds to a frequency of the

Table 2.1 Comparison of magnetostatic modes. ✓ is available. ✗ is unavailable.

Mode Isotropy Termination Nonreciprocity Fast vg Negative vp
DE-SW ✗ ✓ ✓ ✓ ✗

FV-SW ✓ ✗ ✗ ✗ ✗

BV-SW ✗ ✓ ✗ ✗ ✓
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ferromagnetic resonance of the ferromagnet. In both cases, excitation is homogeneously
spread in the entire space. Curvature of the dispersion curves is another interest, which
yields in the discrepancy between the phase velocity vp and group velocity vg. Thus SWs
are dispersive, which is a necessary condition of nonlinear excitation like solitons. FV-SW
and BV-SW share the propagation frequency where the permeability µ < 0, while DE-SW
appears at frequencies where µ > 0. As shown in Fig.2.2a and c, both DE-SW and BV-
SW can be excited in the in-plane magnetized film with different direction of k. However,
a cross over point of DE-SW and BV-SW is only at k = 0. When k orientation is changed
in the film plane, e.g. scattering, these modes are strongly damped. In the viewpoint of
SW termination, this relationship is useful to suppress backscattering.50 Since DE-SW
shows steep dispersion curve compared to other modes, the group velocity of this mode
is slightly faster than others. BV-SW exhibited negative slope on its dispersion curve.
Such anomalous dispersion properties are sometime mentioned as a meta-material, but
it is noteworthy the group velocity is always positive and no backflow of injected energy
occurs. This is noted as signs in bracket. This unique property have attracted interest
of researchers for exploration of novel physics.51–53 All dispersion curves are symmetric
to k = 0, therefore no reciprocity exist on the dispersion curves. However, DE-SWs
exhibit reciprocal property on the energy distribution. As DE-SWs are also mentioned
asmagnetostatic surface wave, the energy of the mode localized in the vicinity of the single
waveguide surface and flows an opposite surface for +k and −k branches. Therefore DE-
SWs show nonreciprocal property against to the surface structures, e.g. metalization.54

These characteristics of magnetostatic modes are summarized in Table2.1. Since all of
these modes have variety of merit and demerit, it is important to chose precise mode for
the application.

2.2.2 Dipole-Exchange Spin Waves

When the wavenumber of spin waves is enough extended, a difference of precession phase
between neighboring magnetic moments cannot be ignored. This phase difference give
raise in the energy of the system to align magnetic moments, yielding of the exchange
magnetic field give by

Hex = λex∇2M , (2.38)

where λex is called exchange constant. Because such exchange interaction becomes quite
strong in kd ≫ 1, the dipolar interaction is rather minor in this situation and dipole-
exchange SWs propagate. When magnetic moment M is oscillating with a wavenumber
k, Hex = −λexk2M is given. Propagation of dipole-exchange SWs was analyzed by B.
A. Kalinikos et al. using the exchange boundary conditions.55,56 According with their
theory, Eq.2.35-Eq.2.37 can be rewritten to include the contribution of Hex.

ω2
n =

(
ωH + ωMλexk

2
n

) (
ωH + ωMλexk

2
n + ωMFnn

)
(2.39)
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where k2n = k2 + κ2n is the full wavenumber of mode number n including the transverse
wavenumber κn across the film thickness. When the surface magnetic moments are totally
unpinned, κn = nπ/d is given. A parameter Fnn is wavenumber dependent and given to
each magnetic field configuration.

DE-SW

Fnn = 1− ωM
Pnn (1− Pnn)

ωH + ωMλexk2n
, (2.40)

FV-SW

Fnn = Pnn, (2.41)

BV-SW

Fnn = 1− Pnn, (2.42)

where

Pnn =
k2

k2n
− k4

k4n

2
(
1− (−1)n e−kd

)
(1 + δ0n) kd

, (2.43)

where δ0n is Kronecker’s delta.
Typical dispersion curves calculated with the parameters H0 = 200 Oe, 4πMS =

1760 G, λex = 3 × 10−16 m2, and d = 10 µm are shown in Fig.2.3. Dot lines represent
results of magnetostatic modes, which are also shown in Fig.2.2d. By considering the
exchange interaction, dispersion curves exhibited completely different behavior in large
k region. Around k ∼ 107 m−1, dipole-exchange SWs show quadratic dispersion curves,
yielding in the rapid wave transmission. On the other hand, magnetostatic modes show
flat bands, indicating no capability of transmitting information. In this study, excitation
of magnetization with k ranging in ∼ 104 m−1 was treated because of the limit of excita-
tion technique. In such small k region, the contribution of Hex is usually negligible and
dipole-exchange modes and magnetostatic modes are comparable as shown in Fig.2.3.

2.2.3 All Electrical Spin Wave Spectroscopy

To excite SWs, magnetic moments in the waveguide should be aligned in parallel by a
magnetic field Heff . When a part of magnetic moments is tilted from the equilibrium
direction, SWs start propagating. Depending on how a torque for tilting magnetic mo-
ments is generated, there are different ways to excite SWs. The classical approach is
the microwave induction, which is commonly used because of the simplicity of the setup
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Figure 2.3 Dispersion curves of spin waves with different magnetic field configurations and
magnetic interactions. Bold lines represent dispersion curves of dipole-exchange modes,
while dot lines represent those of magnetostatic modes. Magnetic film thickness d = 10
µm and exchange constant λex = 3× 10−16 m2 are used.

and capability of controlling of the frequency, wavelength, and phase of the SWs. Never-
theless, an inductive coupling between antennas becomes a serious issue for the further
miniaturization. Apart from this, the optical pump techniques using the inverse Fara-
day effect,57 magneto electric (ME) cells composed of multiferroic structure,58 and spin
torque nano-oscillators using the spin transfer torque59 are emerging research topics on
the state of art. These techniques are focusing on the point excitation SWs, but the
excitation efficiency is rather low.

In this research, the microwave induction was employed to excite SWs using mi-
crostrip line (MSL), because of the controllability of excited SWs and the affinity with
the equipment, e.g. vector network analyzer. This technique is also known as all elec-
trical spin wave spectroscopy (AESWS). A schematic picture is illustrated in Fig.2.4. In
this setup, magnetic moments are aligned along y-axis, and a leakage field hx from the
planar antennas inductively couples to the magnetic moments. Among various planar
antenna structures, MSLs are used due to the capability of broad excitation. Two MSLs
are placed with separation by a distance L, to observe a propagation of SWs. Since a
typical value of kEMW is ranging in ∼ 102 m−1, kSW and kEMW cannot directory couple
due to the large discrepancy of wavenumbers. Instead of using a crossover of dispersion
curves, these waves coupled laterally via leakage magnetic field hx(x). Thus the excita-
tion spectrum depends on the width of MSLs. From the microwave circuit, the magnetic
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Figure 2.4 Schematization of AESWS. kSW and kEMW represent the wave vectors of SWs
and electromagnetic waves, respectively. Lateral leakage field hx from the microstrip line
excites precession of magnetization and SW propagates along x direction.

susceptibility of the ferromagnet at certain frequency ω is derived as60

χ(ω) =

∫
dkχk(ω, k)ρ(k)e

−ikL, (2.44)

where χk(ω, k) is a contribution to χ(ω) from the specific wavenumber k, and ρ(k) is the
efficiency of excitation, i.e. Fourier component of hx(x). It is noteworthy that Eq.2.44
indicates a convolution of the Fourier component of excitation field hx and kSW.

Typical antenna structure used in this work is shown in Fig.2.5a. L1 is the
impedance matched antenna cascaded by narrower L2 without matching. The width
of L2 was 50 µm, which was the minimum line and space resolution of a commercial
printed circuit board process. The end of L2 was short terminated by the thru-hole to
suppress an extra radiation. Lateral magnetic field hx from L1 and L2 are calculated by
using the electromagnetic simulator (ANSYS HFSS ver.15.0). The calculated hx profiles
on the surface of MSLs are graphed in Fig.2.5b. The intensity of hx is enhanced at the
edge of MSLs because of the skin effect. Fourier spectra of hx are shown in Fig.2.5c.
As a result, L1 exhibits the periodic droppings of k for example ∼ 5 × 103 m−1, and
its primary excitation is ranging in 103 m−1. On the other hand, L2 covers wider k up
to 105 m−1. Thus a MSL with such a narrow width is essential to observe SWs with
higher kSW, though an impedance mismatch between L1 and L2 increases the insertion
loss of the device (typically 10 ∼ 20 dB). In the experiment, magnetic waveguides are
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Figure 2.5 Excitation spectra of MSLs. (a) Top view of typical excitation antenna used
in this study. L1 labels a part of MSL with the width of 952 µm, L2 labels the rest
with the width of 50 µm. Characteristic impedances of L1 and L2 are 50 Ω and 139 Ω,
respectively. (b) Distribution of lateral magnetic field hx(x) from the middle of L1 and
L2. Excitation power of 1 mW is assumed. (c) Corresponding Fourier spectra.

placed on the L2 part, and L1 is used to interface with external equipment. Finally, the
benefit of MSLs is emphasized in the viewpoint of fundamental investigations. Thanks
to such broad excitation spectrum, almost the entire magnonic band can be excited by
single measurement, while other planar antennas exhibit strong k selectivity, e.g. copla-
nar waveguide, meander lines, or inter digital transducers.61–63

Typical excitation spectra measured by AESWS are shown in Fig.2.6a. Spectra
were measured by using the vector network analyzer, and intensity of SW was displayed
in the term of S-parameter. DE-SW was excited under various bias magnetic field H0.
Strong excitation was visualized as brighter line. Measured DE-SWs exhibited the strong
excitation with wide frequency bandwidth of nearly 1 GHz (see yellow region), and the
maximum transmission intensity of over −20 dB. Propagation band was strongly depends
on H0, and the spectra are slightly differ on each H0. To understand such H0 depen-
dence, combined color plot is often used as shown in Fig.2.6b. In the combined color
plot, intensity S21 was expressed in the brightness. By using this format, H0 dependence
of SWs can be visually understood.

2.3 Yttrium Iron Garnet

2.3.1 Magnetic Properties

YIG was discovered in 1956 by a research group in Grenoble.64 This material is belong
to a magnetic garnet in the group of R3Fe5O12, where R is from a series of rare earths.
There are different types of coordination: dodecahedral {c} site, two octahedral (a) site,
and three tetrahedral [d] site. Iron garnet has Fe3+ ions on the (a) and [d] sites. And a
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Figure 2.6 Typical SW transmission spectra in 110 µm-thick YIG. (a) Transmission
spectra obtained by vector network analyzer with variety of bias magnetic field H0.
(b) Combined color plot with the H0 resolution of 5 Oe. Color represents intensity of
transmission.

Y3+ iron occupies the remaining {c} site: {Y3+
3 }(Fe3+2 )[Fe3+3 ]O12. Fe

3+ ions give rise to
ferromagnetism, but (a) site and [d] site is antiferromagnetically coupled to each other.
This yields in a ferromagnetic state with a net magnetic moment comparable to just
one Fe3+ (= 5 µB). This small net magnetization is advantage to obtain perpendicular
magnetization configuration, e.g. FV-SWs. In Fig.2.7, typical magnetic hysteresis of 10
µm-thick YIG is graphed. Saturation field for the in-plane magnetization is about 10 Oe,
and measured 4πMS is about 2 kG. In the case of out of plane magnetization, saturation
field is increased to 2 kOe due to the shape magnetic anisotropy. However, this magnetic
field is still able to be applied by usual permanent magnets.

In addition, Fe3+ ions are surrounded by oxygen ions, in which an orbital angular
momentum is quenched due to a covalent bond with oxygen ions. This yields in a weak
spin-orbit coupling.48 Therefore, orbital angular momentum does not contribute to the

22



-3 -2 -1 0 1 2 3
-3

-2

-1

0

1

2

3

M
ag

ne
tiz

at
io

n 
4π

M
 (

kG
)

Magnetic field H (kOe)

-0.01 0.00 0.01
-3

0

3

In
-p

la
ne

Figure 2.7 Typical magnetic hysteresis of 10 µm-thick YIG. Blue and red line represent
in-plane and out of plane magnetic hysteresis loop, respectively. Inset graph shows the
detail in the small magnetic field region of the in-plane loop.

magnetism of YIG. Resulting g-factor become 2, and gyromagnetic ratio γ is given by

γ =
2µB
ℏ

= 2.8 MHz/Oe. (2.45)

2.3.2 Potential for Spin Wave Application

The requirements for modern SWDs are downscaling and low power consumption. There-
fore affinity to the thin-film technology and smaller magnetic relaxation are required for
the ferromagnet. There parameters were extracted for various ferromagnets from earlier
reports, and summarized in Fig.2.8. A degree of the magnetic relaxation can be expressed
in two physical parameters, namely the Gilbert damping α and resonance field linewidth
∆H. Once the measured frequency ωFMR is given, values of α and ∆H can be converted
by the following relation:

∆H = ∆H0 +
2ωFMRα

γ
, (2.46)

where ∆H0 is called extrinsic damping, which is given by the inhomogeneity of the mag-
netic anisotropy or the imperfection of the measurement setup. A value of ∆H was often
employed in previous papers using electron spin resonance technique.65 However, ∆H0
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Table 2.2 Gilbert damping α and thickness d of various reported ferromagnets.

# Material Technique Gilbert damping thickness (nm) Ref.

1 Fe3O4 MBE 2.0× 10−1 5 [66]

1 Fe3O4 MBE 3.7× 10−2 100 [66]

2 Fe3O4 Sputtering 2.0× 10−2 50 [67]

3 Y3Fe5O12 LPE 2.0× 10−4 200 [68]

4 Y3Fe5O12 LPE 2.8× 10−4 100 [69]

5 Y3Fe5O12 LPE 6.7× 10−5 1300 [70]

6 Y3Fe5O12 PLD 7.0× 10−4 17 [21]

7 Y3Fe5O12 PLD 2.3× 10−4 20 [22]

7 Y3Fe5O12 PLD 1.6× 10−3 7 [22]

7 Y3Fe5O12 PLD 3.8× 10−3 4 [22]

8 Y3Fe5O12 PLD 6.2× 10−5 56 [71]

8 Y3Fe5O12 PLD 7.4× 10−5 20 [71]

9 Y3Fe5O12 Sputtering 8.6× 10−5 22.3 [72]

10 Y3Fe5O12 Sputtering 1.0× 10−3 10.2 [73]

11 Bi:YIG MOD 1.4× 10−3 27 [74]

12 Ce:YIG PLD 2.0× 10−2 111 [75]

13 EuGa:YIG LPE 3.0× 10−2 8000 [76]

13 SmGa:YIG LPE 1.3× 10−1 3900 [76]

13 EuLuGa:YIG LPE 2.0× 10−2 4400 [76]

13 SmLuGa:YIG LPE 1.8× 10−1 7700 [76]

14 Co2MnFeSi Sputtering 5.0× 10−3 30 [77]

14 Co2MnSi Sputtering 2.0× 10−2 30 [77]

14 Co2FeSi Sputtering 3.0× 10−3 30 [77]

15 NiFe MBE 6.0× 10−3 10 [78]

16 NiFe Sputtering 7.0× 10−3 50 [79]

16 NiFe Sputtering 7.0× 10−3 100 [79]

17 CoFeB Sputtering 8.0× 10−3 5 [80]

17 CoFeB Sputtering 6.0× 10−3 40 [80]

is generally unknown. In contrast, α represents pure physical property. Thus α was
employed as an index for comparison, and accordingly several reports using only ∆H
were omitted.

In Fig.2.8 and Table2.2, potential for SW application is shown for different mate-
rial systems: magnetites ([1],[2]), garnets ([3]-[13]), Heusler alloys ([14]), and transition
metal alloys ([15]-[17]). YIG films exhibit quite low α values in the thicknesses from 10
nm to several micrometers. YIG films with thicknesses over 100 nm have good affinity
with liquid phase epitaxy (LPE). Below the thickness of 100 nm, YIG is fabricated by
using pulsed laser deposition (PLD) or sputtering. PLD and sputtering techniques pro-
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Figure 2.8 Gilbert damping α and thickness of various reported ferromagnets so
far.Orange group is magnetite, red group is garnet, blue group is Heusler alloy, and
green group is transition metal alloy. Detail is shown in Table2.2.
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ceed the growth of high quality thin films. However, the crystal growth in those situation
is in a thermodynamically non-equilibrium state, and fabrication of high quality single
crystalline garnet was challenging matter. Recent progress on the fabrication technique,
e.g. improvement of heat treatment and oxygen partial pressure, enables to make sto-
ichiometric and low defect density YIG films in 10 nm-thick region. Substituted YIG
films can enhance other physical properties, e.g. Faraday effect, but α is also increased
by the substitution. Therefore, such the substituted garnets are not suitable for the use
of waveguides in the view point of this study, i.e. low propagation loss. Several transi-
tion metal alloys, e.g. Permalloy (Ni-Fe) and CoFeB, are commonly used in recent SWDs
because of the workability, and affinity with technologies from spintronics on the state of
art. However, the reported α values are one order of magnitude larger than that of YIG
films. Thus these materials require amplification for long distance propagation. Heusler
alloys, which are half metals, exhibit slightly better α values than those of transition
metal alloys, but α is still larger than those of YIG. However, in the thicknesses of only
a few nanometers, α values are almost comparable with YIG films. Relaxation mecha-
nism is sensitive to the surface morphology because of the two-magnon scattering at the
interface. Since an unit cell of YIG is 12.376 Å, such ultra-thin YIG films are composed
of only a few unit layers. In this limit, the scattering process would be strongly induced.
The minimum limit of α might be explained by Kasuya-LeCraw mechanism, in which the
fine structure, e.g. crystallographic anisotropies, is dominant for three-magnon scattering
or magnon-phonon scattering.81,82

From the discussion on earlier works, it can be mentioned that YIG films have
advantages both on the thin-film fabrication and lower spin relaxation. According to its
perfectly small magnetic relaxation, its position in the field of magnonics is the same
as the that of silicon in semiconductor technology. Recently, a long SW decay length
reaching to 600 µm was achieved in the 20 nm-thick YIG film.83 This could enable to
integrate SWDs in monolithic YIG substrate. Furthermore, YIG exhibits a huge charge
gap of 2.7 eV, yielding in the resistivity of ∼ 1012 Ωcm at R.T., which is greater than
that of air.70 Such nature further benefits YIG to be exposed by a strong electric field,
e.g. capability of further integration of planar antennas, or the voltage control of SWs
by ME cells. Considering these potential, YIG films were adopted to the core material
of this study. Specifically, prepared YIG films were fabricated on (111) gadolinium gal-
lium garnet substrate by LPE technique, yielding in α in order of 10−4, and thicknesses
ranging from 10 to 100µm.

2.4 Summary

In this chapter, theoretical background covering from the origin of ferromagnetism to SWs
was presented. The LLG equation was derived from the analogy of classical equation of
motion. By considering monochromatic excitation at frequency ω, permeability tensor
was derived from the LLG equation. These numerical models underlie the important
framework to describe magnetization dynamics in the following chapters. Properties
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of SWs under the dipolar interaction were also explained together with the basis of
AESWS. Important feature is classification of SWs with respect to the relative direction
between kSW and magnetization, i.e. DE-SW, FV-SW, and BV-SW. There modes are
orthogonal each other, and exhibit unique properties. Therefore selection of proper mode
is necessary. Finally, aspects of YIG were given from the viewpoint of SWDs. YIG films
have a possibility of thin-film fabrication with small magnetization relaxation. This is
the motivation of this work to investigate SWDs based YIG films.
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Chapter 3

Spin Waves in Periodic Structures

In this chapter, general propagation characteristics of SWs are mathematically analyzed,
and the control of SW flows by periodic structures, namely artificial magnetic lattices
(AMLs), is demonstrated. In §3.1, dispersion curves of SWs in a ferromagnetic thin
film with arbitrary magnetization is analyzed. It is shown that the dispersion curve can
be modulated by covering the surface with high conductive material. This situation is
also calculated for following investigations. In §3.2, AMLs composed of metallic stripes
covering the waveguide surface are introduced. Capability of propagation control is nu-
merically analyzed by using the transfer matrix approach, and proved by the experiment.
Differences between calculation and experiment is also discussed.

3.1 Spin Waves in Arbitrary Magnetization Direction

3.1.1 Permeability Tensor in Arbitrary Coordinates

In §2.1, a permeability tensor µ̄ was given at specific coordinate OM (u, v, w), in which
an effective field Heff was applied along w-axis. It is also interesting to investigate
magnetization dynamics in other systems with Heff pointing an arbitrarily direction. To
obtain permeability tensor µ̄ in such situation, rotational transforms were employed with
following steps:

1. OM was converted to O′
M (u′, v′, w′) by rotating around u-axis with θu.

2. O′
M was converted to OG(x, y, z) by rotating around v′-axis with θv.

The rotating angle θu and θv were defined in the range of −π/2 ≤ θu ≤ π/2, and
−π ≤ θv ≤ π, respectively. This operation allowed dynamic magnetic field H and
magnetization M to be in any direction in the transformed coordinate OG(x, y, z). This
is schematically displayed in Fig.3.1. A transformation matrix H corresponding to above
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Figure 3.1 Rotational transforms of coordinate. (a) Original coordinate OM . Effective
field Heff is applied along w-axis. (b) First transform from OM to O′

M . Rotation around
u-axis with θu. (c) First transform from O′

M to OG. Rotation around v′-axis with θv.

rotational transform is given by

H =


Cθv 0 Sθv

0 1 0

−Sθv 0 Cθv




1 0 0

0 Cθu −Sθu

0 Sθu Cθu



=


Cθv SθuSθv CθuSθv

0 Cθu −Sθu

−Sθv SθuCθv CθuCθv

, (3.1)

where cos θu = Cθu, sin θu = Sθu, cos θv = Cθv and sin θv = Sθv are abbreviated forms,
respectively. This transform matrix H satisfies an orthogonality condition, which is given
by ∑

i

HijHjk = δjk ; i, j, k ∈ {1, 2, 3}, (3.2)
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where δjk is the delta function. Since Eq.3.1 satisfies Eq.3.2, H is ensured to be an
orthogonal transformation. The resulting OG(x, y, z) become an orthogonal coordinate
system as long as OM (u, v, w) is orthogonal. This arrows us to write

H−1 = HT , (3.3)

where the superscript T represents a transposed matrix. A magnetic flux, magnetic
field and permeability tensor in the OG-coordinate system were defined as bG, hG and
µ̄G, respectively. Likewise, bM , hM and µ̄M were defined for the OM -coordinate. A
coordinate transform of magnetic flux is given by

bG = HbM = H
(
µ̄MhM

)
=

(
Hµ̄MHT

)
hG. (3.4)

Substitution of Eq.2.33 into Eq.3.4, transformed permeability tensor µ̄G is given by

µ̄G = Hµ̄MHT =


µ11 µ21 µ31

µ12 µ22 µ32

µ13 µ23 µ33

, (3.5)

where 

µ11 = µC2θv + µS2θuS
2θv +C2θuS

2θv

µ12 = iνκCθuCθv + (µ− 1)CθuSθuSθv

µ13 = iνκSθu − (µ− 1)C2θuCθvSθv

µ21 = −iνκCθuCθv + (µ− 1)CθuSθuSθv

µ22 = µC2θu + S2θu

µ23 = iνκCθuSθv + (µ− 1)CθuSθuCθv

µ31 = −iνκSθu − (µ− 1)C2θuCθvSθv

µ32 = −iνκCθuSθv + (µ− 1)CθuSθuCθv

µ33 = µS2θv + µS2θuS
2θv +C2θuC

2θv

. (3.6)
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Figure 3.2 Model of bare surface slab. From the top, there are dielectric (D1) layer, YIG
layer, and dielectric (D2) layer. SW propagates along x-axis. Boundary B1 is at y = d/2,
and B2 is at y = −d/2, where d is the thickness of YIG slab. No boundary on z-axis,
yielding in ∂/∂z = 0.

3.1.2 Bare Surface Waveguides

So far we discussed magnetization dynamics homogeneously excited in the ferromagnet.
Thus there was no phase difference among precession at excitation frequency ω, namely
wavenumber k = 0. This state is often mentioned as ferromagnetic resonance (FMR).
In this part, other magnetization dynamics with k > 0 are analyzed. The origin of
inhomogeneous excitation may be, e.g. inhomogeneous inductive field caused by planar
antennas, or scattering due to defects or impurities.84 Such excitations with non-zero k
are called SWs. The contribution of exchange interaction can be ignored, since operated
wavelengths were below k < 10−6 m−1 in this study. Beforehand, the dominant equations
are given as follows:

∇× h = 0, (3.7)

∇ · b = ∇ · (µ̄Gh) = 0, (3.8)

where h is a radio frequency magnetic field, and b is a radio frequency magnetic flux.
These time dependences are supposed to be ∝ e−iωt. In Eq.3.7, the conduction current
and displacement current on the right hand side are ignored. This is called magnetostatic
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approximation, and usually valid in insulating ferromagnets like YIG.85,86 From Eq.3.7,
a potential of the system is given by

h = −∇ϕ(r, t), (3.9)

where ϕ(r, t) is the scalar potential at specific coordinate r = (x, y, z) and time t. The
purpose of this part is to obtain the dispersion curve for ϕ, which is defined in the
OG-coordinate. The configuration around the YIG slab is shown in Fig.3.2, where the
saturation magnetization 4πMS and the magnetic field Heff point an arbitrarily direc-
tion. The ferromagnetic waveguide (YIG) is sandwiched by two dielectric materials (D1,
D2). Both boundaries B1 and B2 are not electromagnetically grounded. Hereby this type
of slab is called bare surface (BS) slab. It should be noted that the slab is homogeneous
along z-axis, yielding ∂/∂z = 0.

When ϕ(r, t) forms periodic oscillation, namely ϕ(r, t) = ϕ(r+R, t), this function
can be expanded in the term of Bloch function. In Fig.3.2, the SW propagates along
x-axis, and its time dependence is assumed to be ∝ e−iωt. Therefore ϕ(r, t) is simply
given as

ϕ(r, t) = ϕ0(y)e
i(ωt−kxx), (3.10)

where ϕ0(y) is the profile of scalar potential along y-axis. Since ϕ0(y) is undetermined
function, this should be determined in such a way as to satisfy the electromagnetic nature
at boundaries B1 and B2. Substitution of Eq.3.10 into Eq.3.9 and Eq.3.8 yields

∇ · (−µ̄G∇ϕ) = −∇ ·


µ11 µ12 µ13

µ21 µ22 µ23

µ31 µ32 µ33




∇xϕ

∇yϕ

0



= µ11kx
2ϕ+ ikx (µ12 + µ21)

∂ϕ

∂y
− µ22

∂2ϕ

∂y2
= 0. (3.11)

From Eq.3.11, a differential equation of ϕ0(y) is given as

∂2

∂y
ϕ0(y)− ikx

µ12 + µ21
µ22

∂

∂y
ϕ0(y)− kx

2µ11
µ22

ϕ0(y) = 0. (3.12)

To assume a general solution of ϕ0(y), a characteristic equation of Eq.3.12 is investigated.
This is given by

ζ2 − ikx
µ12 + µ21

µ22
ζ − kx

2µ11
µ22

= 0, (3.13)
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where ζ is solution of this equation. From Eq.3.13 and Eq.3.6, its discriminant yields

µ

(
kx

2

µC2θu + S2θu

){
C2θv

(
µC2θu + S2θu

)
+ S2θv

}
̸= 0. (3.14)

This is because kx ̸= 0 and µ ̸= 0 in frequencies where SWs propagate. Therefore the
general solution is given by a linear sum of two independent solutions.

ϕ0(y) = ϕ01e
ζ+y + ϕ02e

ζ−y, (3.15)

where exponents ζ± allows complex numbers. The solutions ζ± of the characteristic
equation Eq.3.13 is given by

ζ± = ikx
µ12 + µ21

µ22
± kx
µ22

√
4µ11µ22 − (µ12 + µ21)2

=
2i (µ− 1)CθuSθuSθv ±

√
µC2θv (µC2θu + S2θu) + µS2θv

µC2θu + S2θu
kx. (3.16)

The solution implies the given wavenumber for ϕ0(y) is proportional to kx. For specific
coordinate, e.g. θv = 0, the solution ζ± = ±kx, in which |∇xϕ| = |∇yϕ|. This situation
is also predicted by Walker’s equation.49 For simplicity, kx is redefined as k, and ϕ0(y)
is specified. Now Eq.3.10 can be written with obtained ϕ0(y), which yields

ϕ(r, t) =
(
ϕ01e

ζ̃+ky + ϕ02e
ζ̃−ky

)
ei(ωt−kx), (3.17)

where

ζ̃± =
2i (µ− 1)CθuSθuSθv ±

√
µC2θv (µC2θu + S2θu) + µS2θv

µC2θu + S2θu
. (3.18)

A general form of the scalar potential ϕ(r, t) was obtained in Eq.3.17, but this
equation is available only −d/2 ≤ y ≤ d/2 because permeability tensor µ̄G of YIG was
supposed. In Fig.3.2, boundaries B1 and B2 are not grounded, there are other finite
potential ψ(N)(r, t) in the dielectric layer DN .

ψ(N)(r, t) = ψ
(N)
0 (y)ei(ωt−kx), (3.19)

where ψ
(N)
0 (y) is the unknown function to represent the profile along y-axis. This is also

specified by using Eq.3.8. Since, DN is composed of the dielectric material, a permeability
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tensor becomes µ̄G = Ī (unit matrix) in this case. This gives a simple Laplace equation

for ψ
(N)
0 (y) instead of the complicated differential equation.

∂2

∂y2
ψ
(N)
0 (y)− k2ψ

(N)
0 (y) = 0 (3.20)

A general solution of ψ
(N)
0 (y) can be easily obtained as

ψ
(N)
0 (y) = ψ

(N)
01 eky + ψ

(N)
02 e−ky. (3.21)

In the system, ground is given at infinite-point, therefore Eq.3.21 should be converged at
y → ∞. This condition yields


ψ
(N)
01 = 0 ; D1 : y > 0

ψ
(N)
02 = 0 ; D2 : y < 0

. (3.22)

Finally, Eq.3.19 can be written as

ψ(N)(r, t) =
(
ψ
(N)
01 eky + ψ

(N)
02 e−ky

)
ei(ωt−kx). (3.23)

Now scalar potentials ψ(1)(r, t), ϕ(r, t), and ψ(2)(r, t) were specified in the all
domains, i.e. D1, YIG, and D2. To specify the character of propagating SWs, unknown

coefficients ψ
(1)
02 , ϕ01, ϕ02, and ψ

(2)
01 in Eq.3.17 and Eq.3.23 should be determined. These

parameters are determined by following boundary conditions.

1. Continuity of scalar potentials at B1 and B2.

2. Continuity of the normal component of magnetic fluxes by at B1 and B2.

Normal component of the magnetic flux can be derived by (−µ̄G∇ϕ) · ŷ for YIG layer and
−∇yψ

(N) for dielectric layers. These boundary condition yields following simultaneous
equations.

ψ
(1)
02 e

−kd/2 = ϕ01e
ζ̃+kd/2 + ϕ02e

ζ̃−kd/2, (3.24)

ψ
(2)
01 e

−kd/2 = ϕ01e
−ζ̃+kd/2 + ϕ02e

−ζ̃−kd/2, (3.25)
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−ψ(1)
02 e

−kd/2 =
(
ζ̃+µ22 − iµ21

)
ϕ01e

ζ̃+kd/2 +
(
ζ̃−µ22 − iµ21

)
ϕ02e

ζ̃−kd/2, (3.26)

ψ
(2)
01 e

−kd/2 =
(
ζ̃+µ22 − iµ21

)
ϕ01e

−ζ̃+kd/2 +
(
ζ̃−µ22 − iµ21

)
ϕ02e

−ζ̃−kd/2. (3.27)

Solving Eq.3.24-Eq.3.27 for the state vector (ϕ01, ϕ02)
T , a secular equation for (ϕ01, ϕ02)

T

is obtained. This equation can be written in the matrix form as


(
ζ̃+µ22 − iµ21 + 1

)
eζ̃+kd/2

(
ζ̃−µ22 − iµ21 + 1

)
eζ̃−kd/2

(
ζ̃+µ22 − iµ21 − 1

)
e−ζ̃+kd/2

(
ζ̃−µ22 − iµ21 − 1

)
e−ζ̃−kd/2


 ϕ01

ϕ02

 = 0. (3.28)

Solving Eq.3.28 for the nontrivial solution of (ϕ01, ϕ02)
T , the eigenfunction gives disper-

sion curve of the propagating SWs. This can be obtained by making the determinant to
be zero.

k =
1

(ζ̃+ − ζ̃−)d
ln

{
ζ̃+µ22 − iµ21 − 1

ζ̃+µ22 − iµ21 + 1

ζ̃−µ22 − iµ21 + 1

ζ̃−µ22 − iµ21 − 1

}
(3.29)

By using Eq.3.29, a wavenumber k in the BS slab can be calculated. In the obtained
dispersion curve, SW propagation is expressed in the OG-coordinate and k is pointing
x-axis based on the definition in Fig.3.2. During the transformation, OM -coordinate
is rotated against OG-coordinate. It is noteworthy that OG-coordinate can be observed
from OM -coordinate, since the relative direction of these coordinates is remained because
of the orthogonality of transformation matrix H. In this case, it is also possible to fix
Heff and 4πMS in certain direction in the OG-coordinate, and rotate k in the film plane.
Fig.3.3a shows dispersion relation of (kx, kz) with the magnetic field applied along z-axis
(in-plane magnetization). On the other hand, Fig.3.3b shows those of (kx, kz) with the
magnetic field applied along y-axis (out of plane magnetization).

In the case of in-plane magnetization, SWs exhibited two dispersion branches. At
lower frequencies, SWs preferred to propagate along z-axis (BV-SWs was calculated).
Obtained dispersion branch was symmetric to x-axis. In this frequency region, no dis-
persion branch was appeared along x-axis. At higher frequencies, SWs preferred to
propagate along x-axis (DE-SWs was calculated). In this frequency region, no disper-
sion branch was appeared along z-axis. Obtained dispersion branch was symmetric to
z-axis. Dispersion curve at specific frequencies are also shown. Red and blue lines on the
bottom represent iso-dispersion surfaces of the BV-SW at 2 GHz and DE-SW at 3 GHz,
respectively. All iso-dispersion curves are symmetric to their symmetric axis, therefore
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Figure 3.3 Dispersion curve of SWs within BS slab lying in x − z plane. Normalized
wavenumber kxd and kzd denote x component and z component of wave vector of SWs
normalized by slab thickness d. Magnetic field Heff = 400 Oe is applied along (a) z-axis
and (b) y-axis. A 3-D contour plot represent k at certain frequency and orientation.
Color represents the size of |kd| = (kxd+ kzd)

1/2. In the plot, |kd| < 3 is displayed. Red
and blue bold lines on the bottom show typical (kxd, kzd) at 2.00 GHz and 3.00 GHz,
respectively. Labels DE, BV, and FV indicate corresponding SW modes of DE-SW,
BV-SW, and FV-SW.
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Figure 3.4 Model of metalized surface slab. From the top, there are PEC (M1) layer,
dielectric (D1) layer, YIG layer, dielectric (D2) layer, and PEC (M2) layer. SW propa-
gates along x-axis. Boundary B1 is at y = d/2, and B2 is at y = −d/2, where d is the
thickness of slab. Boundary C1 is at y = d/2 + s1, and C2 is at y = −d/2− s2, where si
is the gap between YIG and PEC. No boundary on z-axis, yielding in ∂/∂z = 0.

no non-reciprocity can be seen on dispersion branches.
When out of plane magnetization was assumed, SWs exhibited a single dispersion

branch (FV-SW is calculated). This mode exhibited perfect point symmetry in all fre-
quencies in the band. This symmetric dispersion curve was completely different to that of
the in-plane magnetization. Iso-dispersion curves also gave a perfect symmetry, yielding
in k2x + k2z = k2. This graph ensured that FV-SWs can propagate every direction in the
film plane, without changing the size of wavenumber k. This is why the FV-SWs show
good affinity with device integration, from the viewpoint of phase-conservation.

3.1.3 Metalized Surface Waveguides

In the previous part, SW dispersion was obtained for the BS slab. In this slab, a ground
was assumed at infinite-point. This ground can be replaced by conductive layers, e.g.
perfect electric conductor (PEC). Therefore locating PEC layers near the YIG layer gives
change in the boundary condition, yielding in the modulation of dispersion curve. This
modulation of dispersion curves provides an opportunity to control SW flow, as discussed
in the following section.

Slab structure with PEC layers is shown in Fig.3.4. The ferromagnet layer (YIG) is
sandwiched by two dielectric layers D1 and D2. This slab structure is further sandwiched
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by two perfect electric conductor (PEC) layers M1 and M2. The gap between YIG and
M1 is defined as s1, and that between YIG and M2 is defined as s2. Hereby this type
of slab is called metalized surface (MS) slab. The dispersion curve of this slab was
analyzed by the same procedure as previous part except for the boundary condition.
New boundary condition was given as follows:

1. Continuity of scalar potentials at B1 and B2.

2. Continuity of the normal component of magnetic fluxes by at B1 and B2.

3. Zero normal component of magnetic fluxes by at C1 and C2.

In the MS slab, the boundary condition #3 was introduced. When the conductivity is
infinite, the electromagnetic field cannot penetrate into the PEC layers because of the
zero skin depth against the variable magnetic field. Thus by is vanished at C1 and C2.
These boundary conditions gives following secure equation.


(
ζ̃+µ22 − iµ21 + δ1

)
eζ̃+kd/2

(
ζ̃−µ22 − iµ21 + δ1

)
eζ̃−kd/2

(
ζ̃+µ22 − iµ21 − δ2

)
e−ζ̃+kd/2

(
ζ̃−µ22 − iµ21 − δ2

)
e−ζ̃−kd/2


 ϕ01

ϕ02

 = 0, (3.30)

where

δi = tanh(ksi). (3.31)

Solving Eq.3.30 for the nontrivial solution of (ϕ01, ϕ02)
T , the eigenfunction gives disper-

sion curve of the propagating SWs. This can be obtained by making the determinant to
be zero.

k =
1

(ζ̃+ − ζ̃−)d
ln

{
ζ̃+µ22 − iµ21 − δ2

ζ̃+µ22 − iµ21 + δ1

ζ̃−µ22 − iµ21 + δ1

ζ̃−µ22 − iµ21 − δ2

}
. (3.32)

By considering si → ∞ in Eq.3.31, δi → 1 is obtained. In this limit, Eq.3.32 becomes
same as Eq.3.29 of BS slab. This is quite reasonable. More specifically, tanh(x) takes
a value of 0.76 at x = 1, and 0.96 at x = 2. Therefore the gap heights of si = 2/k are
enough to suppress the effect of PEC layer. On the other hand, the waveguide with the
gap heights of si = 0 yields

k =
1

(ζ̃+ − ζ̃−)d
ln(1) = 0. (3.33)
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This implies the waveguide sandwiched by the PEC layers without gap does not allow
propagation of any SW modes. Thus the most interesting structure for applications is
combination of s1 = 0 and s2 → ∞, in which only a single side is covered by the high
conductive layer. This slab exhibit the dispersion curve of

k =
1

(ζ̃+ − ζ̃−)d
ln

{
ζ̃+µ22 − iµ21 − 1

ζ̃+µ22 − iµ21

ζ̃−µ22 − iµ21

ζ̃−µ22 − iµ21 − 1

}
. (3.34)

Following to the previous part, dispersion curves within the slab were calculated by using
Eq.3.34 and were shown in Fig.3.5. As shown in the case of the BS slab, the in-plane
magnetization configuration exhibited anisotropic dispersion curves, and the out of plane
magnetization configuration exhibited isotropic dispersion curve. Comparing to the BS
slab, |kd| takes smaller values in all magnetization configurations. Especially in the FV-
SWs, the |kd| value of MS slab is decreased to about a half of that of BS slab in all
frequencies. This indicates metalization of the single surface controls the wavenumber.
This change of the wavenumber can control the SW reflection at the interface, like an
interface of materials with different refractive indexes for optical waves.

In the case of DE-SWs, the dispersion branch of kx < 0 side was remarkably
modulated. Since the scalar potential of DE-SWs is localized at the either surface of
the slab, DE-SWs are sensitive to the surface environment. In this calculation, DE-
SW with kx < 0 supposed to be concentrated beneath the boundary B1 (metalized
side). In contrast, one with kx > 0 supposed to be concentrated beneath the boundary
B2 (dielectric side). Therefore the metalization gave remarkable non-reciprocity, and
the large modulation of the wavenumber at the same time. Not only in the DE-SW
branches, but this non-reciprocity can be also seen in BV-SW branches. As obviously in
the iso-dispersion surface in Fig.3.5a (seen red lines), calculated dispersion curves showed
a small offset along kx direction, and became asymmetric to x-axis. This is caused by the
contribution of mixing of non-reciprocal DE-SWs to BV-SWs. This accompanying non-
reciprocity would invest a weak isolation property for BV-SWs with oblique incidence.

3.1.4 Evidence of Dispersion Curve Modulation

In previous parts, SW dispersion curves were calculated both for the BS and MS slabs.
Modulation of the dispersion curve by the surface metalization was numerically proved.
In Fig.3.5, the DE-SW dispersion branch with kx < 0 was strongly affected by the
metalization. To confirm this by experiment, the following experiments were carried
out. The experimental setups for the BS slab and MS slabs are shown in Fig.3.6a and
b, respectively. A 110 µm-thick YIG was employed for the experiment. The waveguide
ends were cut with the cutting angle of 45◦ to suppress SW backscattering from the
waveguide end. This is reasonable from the dispersion curve shown in Fig.3.3a. Such
tapered waveguide ends usually scatters DE-SWs into orthogonal direction, but there is
no dispersion branch in the scattered direction. In this manner, DE-SWs were strongly
damped at the tapered waveguide ends. This waveguide was placed on the transducer
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Figure 3.5 Dispersion curve of SWs within MS slab lying in x − z plane. Normalized
wavenumber kxd and kzd denote x component and z component of wave vector of SWs
normalized by slab thickness d. Magnetic field Heff = 400 Oe is applied along (a) z-axis
and (b) y-axis. A 3-D contour plot represent k at certain frequency and orientation.
Color represents the size of |kd| = (kxd+ kzd)

1/2. In the plot, |kd| < 3 is displayed. Red
and blue bold lines on the bottom show typical (kxd, kzd) at 2.00 GHz and 3.00 GHz,
respectively. Labels DE, BV, and FV indicate corresponding SW modes of DE-SW,
BV-SW, and FV-SW.
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Figure 3.6 Schematics of experimental setups for (a) BS slab and (b) MS slab, and (c)
dispersion curve of each waveguides transmitting DE-SWs. Red circles and blue circles
represent dispersion curves of the MS slab and BS slab, respectively. Bold lines are the
theoretical fit by using Eq.3.34 and Eq.3.29 for MS and BS slabs, respectively. In the
experiment, L = 10 mm and LM = 6 mm, and H0 = 400 Oe. A 110 µm-thick YIG was
used for all experiment.

with the interval of MSLs L = 10 mm. Magnetic field H0 was applied in-plane so that
DE-SWs propagated from the port 1 to port 2. The phase θ of transmited SW was
evaluated by using the vector network analyzer (KEYSIGHT, 8753ES).

Since excited SWs were assumed to be a plan wave ∝ ei(ωt−kx), the resulting phase
rotation at certain time t0 with the wavenumber k can be derived as

θ = −kL. (3.35)

Therefore by measuring transmission phase θ, the wavenumber k can be estimated. In
the actual experiment, measured data usually include following two errors.
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• Extra phase shift due to MSL antennas.

• Uncertainty of 2π in the measured phase θ.

The first error can be easily compensated because the extra phase rotation was caused
by the electromagnetic waves (EMWs) propagating along MSLs. A dispersion curve of
EMWs is linear against frequency, therefore this phase rotation can be subtracted by the
linear fitting of the phase rotation at the frequencies without SW propagation. After
subtraction, the phase rotation θ due to SWs was extracted.

The second error was compensated by using the unwrapping technique. Since MSLs
have wider excitation spectra including k ∼ 0, the obtained phase rotation θ at the lowest
frequency represents the contribution of SWs with very-low k region satisfying |kL| < π.
When the phase shift |kL| exceeded 2π with the increase of frequency, a value of θ was
automatically wrapped within−π ≤ θ ≤ π. This discontinuous point due to the wrapping
was recovered by adding the corresponding phase shift 2π on the post-processing. By
repeating this unwrapping procedure at each discontinuous point, a continuous dispersion
curve from k ∼ 0 was obtained. If coplanar waveguide or meander waveguide are used
for the transducer, this technique is no longer valid because these antennas cannot excite
very-low k region, yielding in the unknown 2π phase shifting. In such cases, a slope of
dθ/dω, namely the group delay (velocity), might give an information of k because the
group delay (velocity) is uniquely specified for the certain k, thanks to the dispersion of
SWs. Similar technique can be seen in several literatures.87,88 In this study, conventional
unwrapping technique provided good estimation of the dispersion curve.

The estimation of the dispersion curves in the MS slab required further tricks.
Fig.3.6b is the schematic image of the setup. A 8 µm-thick copper layer was deposited
on the YIG waveguide with a 60 nm-thick titanium buffer layer by using the magnetron
sputtering. The Cu layer thickness was enough thicker than the skin depth so that the
magnetic flux can not penetrate entire Cu thickness. Length of the deposition area was
limited to LM = 6 mm, to ensure the electric isolation of two MSLs. The single crystalline
YIG layer was grown directly on the GGG substrate, thus insertion of the conductive
layer impossible on this side. In this situation, the measured θ is expressed as

θ = 2θBS + θMS = −2kBS
L− LM

2
− kMSLM , (3.36)

where kBS is the wavenumber of the BS slab, and kMS is that of the MS slab. To
separate these contributions, a curve of kBS obtained from the setup shown in Fig.3.6a
was referred. YIG waveguides were cut from the same wafer to assure the film quality
between two measurements. The evaluated results based on Eq.3.35 and Eq.3.36 are
shown in Fig.3.6c. The experimental results and theoretical curves exhibited reasonable
agreement. In the experimental result of MS slab (Cu/YIG), a notable fluctuation on the
data point was observed probably because the wavenumber was evaluated by the model
of Eq.3.36, in which the contribution of the reflection at the interfaces of the BS slab and
the MS slab was ignored. However, the dispersion curves of the BS slab and MS slab are
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obviously different, and the experimental results are enough to evidence the calculations
of this section.

3.2 Artificial Magnetic Lattice

3.2.1 Introduction

Propagation of waves, including SWs, can be controlled by periodically modulated struc-
tures. The most recognized example may be a wave function of an electron. The energy
of a free electron at certain wavenumber k shows quadratic dispersion curve. And the dis-
persion curve forms a band gap at k = π/a, when the electron is exposed by the periodic
potential V with periodicity a. Since electrons are the representative energy carrier in
materials, such band structures determine various physical properties, e.g. conductivity,
mobility, spin polarization, reflection or transmission of light, etc.89–91 Band structure
is also important to characterize a propagation of other waves, e.g. photon, phonon,
plasmon, and also in magnon.92–95

Band engineering of optical waves has been widely investigated in past centuries,
namely photonic crystals (PhCs). Confinement of optical waves have been attracted
interests of researchers since E. Yablonovitch and coworker proposed a full-bandgap for-
mation in the 3-D PhCs.96,97 Researches in NTT Basic Research Laboratory recently
demonstrated a large optical delay over 1 ns in 2-D PhCs.98 These so called slow light
is expected to take an important role in the optical computing. Simple 1-D periodic
structure is also known as Bragg mirrors. This type of PhCs shows a strong wavelength
selectivity on reflectivity. This benefits to minimize an error of operating wavelengths,
e.g. a distributed feedback (DFB) laser can provide a stable wavelength for the optical
communication.99 Such flow controls of optical waves are one of the important appli-
cations of PhCs. On the other hand, the interaction of optical waves with magnetic
materials is known as magneto-optic (MO) effect. A Faraday effect, which was discov-
ered by M. Faraday in 1845, is one of the well-known phenomena, in which a magnetic
material rotates optical polarization. Even though MO effects are observed in conven-
tional magnetic materials, those effects can be enhanced by controlling optical flow with
PhCs. This idea was introduced by M. Inoue and coworkers, and the proposed structure
is called magneto photonic crystals (MPCs).100,101 MPCs provided an option to con-
trol optical waves by magnetic field.102–104 Such scheme of the combination of artificial
periodic structure and magnetic interaction have been studied also in other fields, e.g.
magnetoplasmonic crystals.105,106 Hereby these schemes are called artificial magnetic
lattices (AMLs).

Magnonic crystal (MCs) are the magnonic counterpart of AMLs, in which a peri-
odically modulated waveguide exhibits a potential to control the flow of SWs. Studies on
so called magnetic waves in periodically modulated media, becoming the origin of MCs,
were first reported in 1970’s. In 1975, C. Elachi carried out the theoretical investigation
on magnetic waves in periodically modulated media.107 In 1976, C. Sykes et al. reported
the experimental observation of DE-SWs in corrugated YIG slabs.108 In 1978, J. Owens
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Figure 3.7 Model of 1D periodic structure in x-axis. Dark gray area denotes BS slab,
and light gray area denotes MS slab.

et al. reported that in metallic gratings.109 At the same time, Japanese researchers
strongly contributed in this field. Two years before the theoretical work by C. Elachi,107

dispersion analysis of periodically magnetized YIG rod was reported by M. Tsutsumi and
Y. Yuki.110 According to their argument, this is one of the origins of MCs. Following to
this report, behavior of SWs in periodically modulated YIG films with various situations
were extensively investigated in Japan.111–115 Thanks to the development of microfab-
rication technique, there has been a rebirth of magnetic periodic structures around the
year 2000, together with the new scientific term. MCs have been intensively investi-
gated including ferromagnetic metal system in the past decade.88,95,116–119 Dispersion
curves of SWs relying various physical parameters, therefore there are several ways to
form MCs. Apart from corrugation or metallic stripes reported in the past,120,121 shape
magnetic anisotropy,122 Oersted field,123 and even laser heating124 can form MCs. Such
capabilities have attracted the attention of scientists. In this work, MCs are included in
a class of AML, and differences of design from other AMLs, e.g. MPCs, are discussed.
In the latter half of this chapter, MCs composed of metallic stripes with inclusion of a
defect layer are specially investigated, since metallic stripes have an advantage of easy
fabrication.

3.2.2 Transfer Matrix Approach

In the past study, the transfer matrix approach has been used to analyze wave propagation
in AMLs.100,125 Comparing to the other techniques, e.g. plane wave method,126 this
technique benefits to calculate wave dynamics within a structure with finite periodicity.
Accordingly, the transfer matrix approach was employed to design AMLs composed of
the realistic number of periodic structure. In this part, the essence of transfer matrix
approach is explained.
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Figure 3.8 Schematization of the relation between input and output waves to the device
under test (DUT). Waves ai denote input to the DUT, and bi denote output from the
DUT. Flow of Sij represents corresponding S-parameters.

In the AML, a propagation of scalar potential ΦX(r) is considered. Since the
entire waveguide is composed of the periodic cascading of BS slabs (B) and MS slabs
(M), the subscript of the scalar potential become X ∈ (B,M). At the interface of the
BS slab and MS slab, certain amount of energy is backscattered due to the mismatch
of the wavenumber of slabs. The model for the analysis is shown in Fig.3.7. The scalar
potential ΦX(r) can be represented by the linear sum of forward and backward wave.

ΦX(x) = ϕ+Xe
−ik+Xx + ϕ−Xe

−ik−Xx =

 Φ+
X(x)

Φ−
X(x)

, (3.37)

where ϕ+X (ϕ−X) denotes the amplitude of forward (backward) wave, and k+X (k−X) denotes
the wavenumber of forward (backward) wave, respectively. SW propagates in the x direc-
tion, and the information of thickness direction (y-axis) is included in the k±X , therefore
the model can be handled as a 1-D system. In this case, r = x is enough. A propagation
of SWs from x1 to x3 can be described as follows.

1. ΦM is reflected at x1. Some ΦM enters to the BS slab and becomes ΦB.

2. ΦB propagates in the BS slab from x1 to x2.

3. ΦB is reflected at x2. Some ΦB enters to the MS slab and becomes ΦM .

4. ΦM propagates in the MS slab from x2 to x3.

These procedure are repeated N times during SW propagation within the waveguide with
the periodic number N . This behavior can be easily expressed by using T -parameters,
which is commonly used to analyze electronic circuits. A schematic drawing of the signal
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flow in a single device under test (DUT) is shown in Fig.3.8. For this signal flow, T -
parameter was defined as follows.

(
a1

b1

)
=

 T11 T12

T21 T22

( b2

a2

)
. (3.38)

Since directions of the signal flow of vector (a1, b1)
T is consistent with (b2, a2)

T , the
resulting vector on the left hand side of Eq.3.38 can be multiplied to the another T
matrix. Therefore by using T matrices describing the propagation of ΦX(x) at each
point, the wave propagation in the entire structure can be expressed.

ΦM (x1) =

[
T̄BMT̄BT̄MBT̄M

]
ΦM (x3) = T̄uniΦM (x3), (3.39)

where T̄XY denotes interface scattering from the X side to Y side, and T̄X denotes
wave propagation in the structure X. The total product of T matrices in the blanket
corresponds to the transmission matrix T̄uni of the unit cell composed of a single cascade
of the BS slab and MS slab. It should be noted that direction of multiplication is inverted
to the direction of the signal flow, because of the definition in Eq.3.38.

SW scattering at the interface was considered by the boundary conditions similar
to that used in the analysis of dispersion of slabs (§3.1). Since interfaces appears on the
x-axis, following boundary conditions are given.

1. Continuity of scalar potentials at the interface xn.

2. Continuity of the normal component of magnetic fluxes bx at the interface xn.

The magentic flux can be obtained by bx = (−µ̄G∇ΦX(x)) · x̂. Thus these boundary
conditions yielded following simultaneous equations.

ϕ+Xe
−ik+Xxn + ϕ−Xe

−ik−Xxn = ϕ+Y e
−ik+Y xn + ϕ−Y e

−ik−Y xn , (3.40)

µX11

(
k+Xϕ

+
Xe

−ik+Xxn + k−Xϕ
−
Xe

−ik−Xxn

)
= µY11

(
k+Y ϕ

+
Y e

−ik+Y xn + k−Y ϕ
−
Y e

−ik−Y xn

)
, (3.41)

where µX11 (µY11) is the component of permeability tensor of the structure X (Y ), as given
by Eq.3.6. Solving Eq.3.40 and Eq.3.41 for the scalar potential ϕY (x), the transmission
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matrix T̄XY is obtained.

T̄XY =


µX11k

+
X − µY11k

−
Y

µY11
(
k+Y − k−Y

) µX11k
−
X − µY11k

−
Y

µY11
(
k+Y − k−Y

)
µX11k

+
X − µY11k

+
Y

µY11
(
k−Y − k+Y

) µX11k
−
X − µY11k

+
Y

µY11
(
k−Y − k+Y

)

. (3.42)

When the waveguide is composed of MS slabs and BS slabs, µX11 = µY11 is valid because
the surface metalization does not change the permeability. In this case, T̄XY can be
simplified as

T̄XY =


k+X − k−Y
k+Y − k−Y

k−X − k−Y
k+Y − k−Y

k+X − k+Y
k−Y − k+Y

k−X − k+Y
k−Y − k+Y

. (3.43)

Propagation of the SW just causes the rotation of phase on forward and backward waves,
therefore the transmission matrix T̄X can be written as

T̄X =

 eik
+
XLX 0

0 eik
−
XLX

, (3.44)

where LX is the length of the structure X. From Eq.3.43 and Eq.3.44, the transmission
matrix of unit cell T̄uni is obtained. In addition, the wavelengths k±B and k±M have been
already solved in Eq.3.29 and Eq.3.34, respectively. The entire transmission property T̄0
with the perioic number N is then obtained as

T̄0 = T̄uniT̄uniT̄uni... = T̄N
uni. (3.45)

In usual radio frequency circuit analysis, S-parameter is preferably used instead of
T -parameters. Therefore it is convenient to transform Eq.3.45 into S-parameter format.
By using the same circuit shown in Fig.3.8, S-parameters were defined as

(
b1

b2

)
=

 S11 S12

S21 S22

( a1

a2

)
. (3.46)
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Figure 3.9 Schematization of the magnonic microcavity. (a) entire view and (b) enlarged
view of metalization. YIG is placed on the SW transducer with 2 ports. Between port 1
and port 2, Cu stripes are sandwiched. A gap of Cu stripes is LA, width of Cu stripe is
LM , and the gap of a defect layer is LD which is introduced at the center of stripes.

Comparing Eq.3.46 to Eq.3.38, S-parameter can be derived by T -parameter with the
mathematical calculation.127

 S11 S12

S21 S22

 =

 T21/T11 (T11T22 − T12T21)/T11

1/T11 −T12/T11

. (3.47)

Hereby a transmission spectra denotes S21 in logarithmic scale.

S21 = −20 log10 T11. (3.48)

3.2.3 Magnonic Microcavity

In MPCs, a Faraday effect is enhanced at a transparent magnetic layer which is sand-
wiched by Bragg mirrors. The thickness of the magnetic layer is usually designed to
localize optical waves at this position. MPCs can be regarded as a kind of Fabri-Perot
resonator, and the localization can enhance the interaction with the host matrix. In the
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Figure 3.10 Transmission property dependence of the defect layer gap LD. Color repre-
sents intensity of transmission.

case of SWs, such the wave localization is also expected to appear in the microcavity com-
posed of surface metalization. Such trapped wave exhibits unique physical properties,
e.g. slow wave, increase of energy density and accompanying nonlinear effect, existence
of an extended transmission mode within the stop band, and so on. These properties
may provide an another option to control a SW flow.

Hereby microcavities for SWs is called magnonic microcavity. A schematic draw-
ing of a magnonic microcavity used in the experiment is shown in Fig.3.9a. Cu stripes
were directly formed on the dielectric substrate, and the 90 µm-thick YIG waveguide was
placed by flip-chip. The both ends of waveguide were cut with the cutting angle of 45◦ to
suppress SW reflection. A bias magnetic field H0 was applied to z-axis so that DE-SWs
propagated. As discussed in §3.1, DE-SWs were expected to show a significant change on
its wavelength beneath Cu stripes. From Eq.3.31, an extra dielectric gap between the Cu
stripes and the YIG surface attenuate the modulation effect. Therefore YIG substrate
was tightly fixed on the dielectric substrate, to obtain a good contact to the surface of
Cu stripes. Fortunately, the wavelengths of DE-SWs were several hundred micrometers
under this setup, the resulting gap hight might be ignorable. This flip-chip mounting
is convenient to compare the transmission properties of several microcavities with the
consistent YIG waveguide.

Parameters to build the magnonic microcavity are listed in Table3.1. The param-
eter of interest was LD, which was the gap width of the defect layer (see Fig.3.9b). The
defect layer was composed of a gap layer rather than the Cu stripe, because of avoiding
the eddy current loss due to the localization. This gives periodic number N in an even
number. Parameters of LA and LM were determined to realize the Bragg frequency at
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higher frequency within the transmission band, in which the excitation efficiency of the
MSL antenna was almost maximized. Transmission properties of the waveguide were
calculated by transfer matrix approach, with various LD values. The result is shown
in Fig.3.10. Horizontal positions of LD = LA and 2LA are indicated by triangles. A
notable stop band was formed at frequencies from 3.4 GHz to 3.5 GHz, and oblique lines
(extended modes) can be seen within the stop band. When LD = LA, no extended mode
exists. It should be noted that the condition of LD = LA no longer forms a defect layer,
in which the Cu stripes aligned with an uniform periodicity. This situation yields of the
stop band in the kx direction. On the other hand, LD = 2LA exhibited the extended
mode at almost the center of the stop band. The position of the extended mode was
strongly depended on the LD, and wider LD down-shifted the frequency of the extended
mode. This pattern showed a periodicity on LD because of the periodicity of the phase.

SW propagation within the waveguide was further investigated for the structures
with LD = 2LA and LD = LA. Since the scalar potential Φ(x) was defined in Eq.3.37,
the profile of Φ(x) at arbitrary position x0 can be calculated by using matrix approach
method as shown in Fig.3.11. SWs were injected from the left side. A value of Φ(x)
was usually given as a complex number, thus only a real part was displayed. When
LA = LD, Φ(x) was immediately attenuated. On the other hand, Φ(x) was enhanced in
the vicinity of the defect layer when LA = 2LD. Therefore the SW was localized in the
defect layer, hereby such extended mode is called localized mode. Finite oscillation was
still observable at the waveguide end. In former case, the waveguide becomes a Bragg
mirror, and there is no doubt the SW cannot enter to the structure. The later case is
a magnonic microcavity, in which the SW was trapped at the defect layer as expected.
The accompanying magnetic field can be calculated by hx = −∇xΦ(x). It is clearly seen
that the slope of Φ(x) was remarkably enhanced at the defect layer. Hence one of the
key features of microcavity was confirmed. At the defect layer, a physical phenomena
accompanied by hx would be enhanced.

Transmission spectra were also investigated in the experiment. The result for
LD = LA (Bragg mirror) is shown in Fig.3.12a and b, and for LD = 2LA (magnonic
microcavity) is shown in Fig.3.12 c and d. Since SWs were sensitive to H0, all measure-
ments and calculations were done for various H0 values. In both results, experimentally
obtained spectra showed weaker transmission intensity by a factor of ∼ 10 dB due to the

Table 3.1 Parameters used in the experiment and calculation

Parameter Value Description

LA 213 µm Gap width between Cu stripes
LM 193 µm Width of Cu stripe
LD — Gap width of the defect layer
L 5 mm Propagation distance
N 10 Number of Cu stripes
d 90 µm YIG thickness
H0 400 Oe Bias magnetic field
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Figure 3.11 Distribution of the scalar potential Φ(x) in the waveguides with (a) LD = 2LA

and (b) LD = LA. Shaded area represents MS slab. Excitation frequency is assumed to
3.4379 GHz.

insertion loss of transducers. However, observed H0 dependence of DE-SWs seemed to
exhibit reasonable agreement with the calculations.

In Fig.3.12a, a stop band appeared in the up-side of the propagation band. This
can be seen as a darker line in the graph (noted by a green arrow). Position of the stop
band is also H0 dependent, and appeared in the entire H0 range. This was also confirmed
by the experiment. In Fig.3.12c, localized mode appeared instead of stop bands. This
can be seen as a narrow bright track inside the stop band. Similar localized mode was
also confirmed in the experiment. From these experiments, AMLs composed of metallic
stripes can form Bragg mirrors and microcavities as well, and demonstrated spectra de-
pended on the H0 values.

To investigate the detail, transmission spectra in the vicinity of the Bragg fre-
quency at H0 = 400 Oe were extracted from Fig.3.12. This is graphed in Fig.3.13. In
this view, experimental results showed obvious discrepancies on the peak position and
frequency linewidth. For example, Q-factors, which was defined as a ratio of the peak
frequency and frequency linewidth of the primary peaks, were calculated to compare the
result of transfer matrix approach Qcalc and that of experiment Qexp. Peak frequencies
are pointed by triangles in Fig.3.13. When LD = LA, Qcalc = 107 and Qexp = 162 were
obtained. When LD = 2LA, Qcalc = 1298 and Qexp = 89 were obtained. In the case
of LD = LA, Q-factors showed relatively good accordance, but the depth of the stop
band was completely different. Q-factors exhibited non-negligible mismatch in the case
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spectra with LA = 2LD obtained by (c) transfer matrix approach and (d) experiment.
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Figure 3.13 Transmission spectra at H0 = 400 Oe. Transmission spectra in the vicinity
of the Bragg frequency are displayed. (a) Experimental result and (b) calculated result
for LD = LA. (c) Experimental result and (d) calculated result for LD = 2LA. Triangles
point positions of the primary peaks.

of LD = 2LA. In both experimental result, quality of fabricated AMLs were remarkably
degraded, and the provided model in the previous part was not sufficient. Nevertheless,
in the optical counterpart, transmission spectra obtained by the transfer matrix approach
usually show good accordance with experimental results.101 And the model used in the
calculation was based on the optical counterpart. Thus there would be different matter
in magnonic counterpart. To design AMLs correctly, such factor should be specified, and
considered in the calculation.

3.2.4 Consideration of the Demagnetizing Field

As shown in Fig.3.12, the localization by AMLs exhibited strong dependence on H0. This
was an unique property of SWs, thus the further investigation of magnetic field distri-
bution was expected to give a hint for preventing the degradation of property. Since the
shape of YIG waveguide was too complicated to calculate the demagnetization coefficient
analytically, theH0 distribution inside the waveguide was simulated by the magnetostatic
analysis in finite element method (COMSOL Multiphysics). In the magnetostatic prob-
lems where no electric current s are present, the scalar potential Vm can be defined, and
the system solves problem of ∇ ·B = 0. The magnetic flux B = (Bx, By, Bz)

T inside the
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Figure 3.14 Simulated H0 distribution inside the YIG waveguide. (a) H0 distribution
and (b) 4πM distribution along the cross section. (c) In-plane H0 distribution. Color
represents intensity of H0. Blue colored region is strongly attenuated.

YIG was described by


Bx

By

Bz

 = −


µxx 0 0

0 µyy 0

0 0 µzz

∇Vm, (3.49)

where µxx, µyy and µzz are diagonal permeabilities. If the crystallographic anisotropy
can be ignored, this is given by µxx = µyy = µzz = µint. The value of µint represent the
intrinsic permeability of YIG. To roughly estimate µint, the magnetic hysteresis curve
of YIG specimen cut into 5 mm square was measured by using the vibrating sample
magnetometer (Tamagawa, TM-VSM261483-HGC). To minimize the contribution of the
shape magnetic anisotropy, in-plane hysteresis loop was measured.

Since the YIG waveguide was exposed by the strong H0 to saturate magnetization,
a value of µint was no longer constant to the magnetic field H. Therefore it was require
to reflect the behavior of near saturation region of the magnetic hysteresis on µint(H).
However, the formalism of the magnetic hysteresis property was not easy. I focused
on the functions, which can express saturation behaviors, and figured out the sigmoid
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function can trace the magnetic hysteresis in the most of cases. The sigmoid function was
optimized to reflect the magnetic hysteresis, and the modulated function was named as
sigmoid-hysteresis (SH) function. According to the function, a value of 4πM at specific
H can be derived by

SH(H) = 2MS

{
1− exp

(
−
(
H

Hcj
+ 1

)
ln

1 + SR

1− SR

)}−1

, (3.50)

where 4πMS is the saturation magnetization, Hcj is the coercivity, and SR is the square-
ness ratio. All parameters can be obtained by a single magnetic hysteresis measurement.
It is noteworthy that Eq.3.50 is capable of fitting the demagnetizing curve. By using SH
function, µint(H) was given by

µint(H) =
H + SH(H)

H
. (3.51)

Eq.3.51 was substituted to Eq.3.49, and H0 distribution inside the waveguide was simu-
lated. The result is shown in Fig.3.14. Not only H0 distribution, but 4πM distribution
was also given thanks to the SH function. Basic principle of magnetostatic analysis is
∇ · B = 0, so that magnetic poles were formed at the waveguide fringe. Excited mag-
netic poles attenuated H0 at the fringe, and 4πM transited to the unsaturated region of
magnetic hysteresis. The demagnetized 4πM weakened magnetic poles again, and the
exquisite balance of the magnetic dipole yielded the gradient H0 distribution along the
fringe of the waveguide. This inhomogeneity was not considered in the previous analysis.
Here the strong dependence of SWs on H0 is reminded, and the reason of discrepancy in
Fig.3.13 is clearly given from this result.

To prove this idea, the wavelengths of propagating DE-SWs were calculated re-
flecting the H0 distribution shown in Fig.3.14a. Wavelength was calculated for different
frequencies at 2.5 GHz and 3.4 GHz. When homogeneous H0 = 400 Oe was assumed
as previous calculations, the wavelength exhibited no spatial distribution. In addition,
the frequency at 2.5 GHz was out of the propagation band so that SW propagation was
prohibited. However, as shown in Fig.3.15, when the effect of the demagnetizing field is
considered, H0 was attenuated in the fringe of the waveguide, and the waveguide fringe
is capable of exciting finite wavenumber. This indicated SWs can propagate along the
waveguide fringe at lower frequency, yielding in the propagation of edge mode. On the
other hand, in the case of frequency at 3.4 GHz, SWs propagating in the vicinity of the
waveguide center satisfied the Bragg condition. And these waves clearly showed the stop
band or localized mode. Nevertheless, SWs propagating in the fringe cannot satisfy the
Bragg condition. This yields of the spectral broadening of the peaks. Namely, this is the
incoherence of SWs due to the demagnetizing field.

To feedback the behavior incoherent SWs on the transfer matrix approach, a simple
method was introduced. Transmission property was calculated by using the conventional
transfer matrix approach for the each track z = z0 of the waveguide. The internal field
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Figure 3.15 Wavelength distributions inside the waveguide with inhomogeneous H0 dis-
tribution. Blue squares represent wavelengths at 2.5 GHz (edge mode), and green squares
represent wavelengths at 3.4 GHz. Bragg condition is calculated for the structure with
LA = 193 µm and LM = 213 µm.

H0(z) of each track was available in Fig.3.14a. Thus transmission spectra S21(z) was
position dependent. Magnetic interactions between tracks were ignored for simplifica-
tion. Calculated transmission spectra were averaged. Thus transmission spectra S21 was
derived in the following manner:

S21 =

∫ W/2

−W/2
S21(H0(z)) dz, (3.52)

where W = 5 mm is the width of the waveguide. The resulting transmission spectrum
reflects inhomogeneous distribution of H0 along z-axis. The updated results are shown in
Fig.3.16. By considering the demagnetization effect in YIG slab, calculated transmission
spectra can represent well the experimental result.

Slight mismatch between the experiments and calculations were still remained in
Fig.3.16, because of the rough estimation in Eq.3.52. As shown in Fig.3.14c, magnetic
field inhomogeneity was appeared not only in z-axis, but also in x-axis. Non-negligible
interaction among SWs propagating different z coordinate should be taken care, but
the transfer matrix approach cannot be efficiently expanded in the 2-D plane. After
all, the finite element method is rather favorable to realize perfect accordance with the
experimental result. However, the magnetostaic-electromagnetic coupled analysis with
sufficient meshing would require a large-scale computing. Such requirement is not effi-
cient in the viewpoint of trend analysis. The provided method showed sufficient accuracy
and easiness at the same time. Hence improved transfer matrix approach would be con-
venient to examine some preferable AML structures from hundreds of possibilities, e.g.
as the preprocessing of the finite element method.
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Figure 3.16 Transmission spectra at H0 = 400 Oe with consideration of the demagnetiza-
tion effect in YIG slab. Frequencies in the vicinity of the Bragg frequency are displayed.
(a) Experimental result and (b) calculated result for LD = LA. (c) Experimental result
and (d) calculated result for LD = 2LA.

AMLs for SWs require the design of demagnetizing field as well as the periodic
structure. Homogeneous H0 may be achieved by the optimization of the waveguide thick-
ness. For example, when W = 5 mm, waveguide thickness of 10 µm is enough to reduce
the contribution of demagnetizing field. Apart from this, J. Adam et al. used the YIG
waveguide surrounded by polycrystalline dummy waveguides covered by aluminum.128

In this structure, SWs were not excited in the dummy waveguides thanks to the skin
effect of aluminum, while magnetic dipole of the waveguide fringe was canceled out by
dummy waveguides. Such waveguide design could be effective to improve performance
of AMLs. In contrast, F. Ciubotaru et al. rather positively used the demagnetizing field
to form AMLs with edge grooved waveguides.129 This would be another direction.

3.3 Summary

In this chapter, AMLs to control SW flow were intensively investigated. Surface metal-
ization of the waveguide modulated the SW dispersion. Therefore periodic metalization
was capable of realizing AMLs. The Bragg mirror and microcavity were demonstrated
as magnonic AMLs, and the importance of the demagnetization effect on the design was
discussed.

In §3.1, SW dispersion curve was solved for the arbitrary bias magnetic field config-
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uration. Two types of ferromagnetic slab, namely BS slab and MS slab, were analyzed,
and SW dispersion curves in the film plane were calculated for situations of in-plane
and out of plane magnetization. Out of plane magnetization exhibited the isotropic dis-
persion curve regardless of metalization, i.e. SWs can propagate any direction. On the
other hand, in-plane magnetization exhibited the splitting of dispersion branches, and
some propagation directions were forbidden. Metalization gave a nonreciprocal effect
on this configuration, i.e. forward propagation and backward propagation along certain
symmetric axis can be isolated. In all cases, metalization modulated dispersion curves,
and remarkable shift of dispersion curves was obtained in DE-SW configuration.

In §3.2, transmission spectra of AMLs composed of periodically connected BS and
MS slabs in series were investigated. Transfer matrix approach was introduced to ana-
lyze periodic structures. When the defect layer was inserted at the center of the periodic
structure, SWs were trapped and exhibited localization peak at the Bragg frequency.
When this defect layer was removed, the structure behaved as a Bragg mirror. However,
the transmission spectra obtained by the calculation and experiment showed remarkable
frequency deviation and distortion of peak profiles. To explain the reason, demagnetizing
field was considered in the calculation. Such demagnetizing field yielded of the inhomo-
geneity of effective magnetic field in the waveguide and resulted propagating wavelengths.
Such incoherence resulted in the broadening of peaks, and this idea explained the exper-
imental result well. In this section, new technique to calculate transmission spectra of
AMLs were provided based on transfer matrix approach.
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Chapter 4

Magnetic Field Sensors

In this chapter, the performances of SWs as magnetic field sensors are investigated. Since
SWs are quite sensitive to a magnetic field, it is worth to evaluate the prospect as a
magnetic field sensor. In §4.1, magnonic microcavities are used as magnetic field sensors,
in which a steep slope of the localized peak is expected to give sensitive response to
the magnetic field change. Homemade evaluation system is prepared and the threshold
sensitivity is estimated. In addition, a fundamental drawback of temperature drift is
also discussed. In §4.2, a differential circuit of SW is introduced to overcome the issue
of temperature drift. In this circuit, each waveguide is oppositely magnetized so that
magnetic field dependence is given as a normal mode signal, thus temperature drift of
the signal can be canceled. This concept is also tested in the experiment.

4.1 Magnonic Microcavity for Sensors

4.1.1 Motivation

Magnetic field sensors have been widely used in industries, and there are a variety of
sensors for each magnetic field range as shown in Fig.4.1. Magnetic field measurement is
contactless and noninvasive investigation, meaning the measurement can be done with-
out destroying a target. Such advantage makes the magnetic field measurement a suit-
able techniques for observation of biomedical signals. Compared to the measurement of
bioelectric potentials, biomagnetic fields exhibit minor artifacts because most of biotis-
sues are made of nonmagnetic material. However, biomagnetic fields are generally tiny
amount, and a high resolution magnetic field sensors are required to measure biological
activities. Such tiny magnetic field can be measured using superconducting quantum
interference device (SQUID), and the outstanding resolution of SQUID sensors can cover
the investigation of magnetic fields produced by human brain activities.131,132 Magnetic
fields from a human heart are stronger than that of the human brain, and there are several
options of magnetic field sensors in this range. Recently, optical pumping sensors demon-
strated a capability of magnetocardiogram (sensing of a heartbeat).133–135 However, the
mainstream of this measurement is the electrocardiogram, because of the complication
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Figure 4.1 Range of application of magnetic field sensors. Original data is given by S.
Tumanski (2011).130

of those magnetic field sensors. SQUID sensors require very low temperature for man-
ifestation of superconductivity, and optical pumping sensors are composed of the laser
setup. Even though portable sensors with capability of cardiograph are expected in the
viewpoint of the prevention of heart disease.

Magnetic field dependence of SWs is expected to apply high sensitive magnetic
sensors, and usage of shorter wavelength yields of miniaturization of SWDs at the same
time. M. Inoue et al. showed the availability of AMLs as a magnetic field sensor.28 In
the vicinity of stop band, SWs drastically changes the transmission gain, and the Bragg
frequency can be shifted several MHz by the testing magnetic field HT of 1 Oe. Thus
change of HT is appeared in the transmission gain of SWs. Reported sensitivity of AML-
based sensor outperformed that of GMI sensors. Furthermore, conceivable advantages of
SWs are listed as follows.

• Wide dynamic range

• Flat waveguide structure

• Small power consumption

Wide dynamic range is fundamental property of SWs. For example, flux gate sensors re-
flect a change of permeability due to HT , therefore the installed magnetic material should
stay in the unsaturated region of magnetic hysteresis curve. Feedback coils are usually
installed in such sensors to prevent magnetic saturation.136 In contrast, SWs propagate
in the saturated region, thus AML-based sensors would be functional in wider range of
HT . AMLs are usually planar structure, and proximity contact to the source object is
possible. This is a good point because a magnetic field is monotonically decreased with
respect to the distance. Potential of small power consumption is preferable for portabil-
ity. Nevertheless, the minimum resolution of AML-based sensor was not reported, thus

60



��

 

S
21

 (
dB

)
Frequency f (GHz)

Δ���

Δ���

Bragg frequency �� at �� � 0

��

(b)(a)

��

��

YIG

��

��

GND

Port1

Bias magnet

Port2

Figure 4.2 Principle of magnetic field measurement by using SWs. (a) Schematic illustra-
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magnetic field. Transmission properties of DE-SWs from port 1 to port 2 are measured.
Magnonic microcavity is composed of the structure with metalization width LM , gap
width LA, and the defect gap width LD. (b) Typical transmission spectra in the vicinity
of the Bragg frequency. Frequency shift due to HT is overlaid.

the performance of magnetic field sensors especially minimum resolution was investigated
in this chapter.

4.1.2 Principle

Even though propagation frequencies of SWs are sensitive to HT , transmission spectra
of SWs are lacking in intensity change. A sensitivity of transmission signal S21 to HT

can be written by

∂S21
∂HT

=
∂S21
∂f

∂f

∂HT
, (4.1)

where f is propagation frequency. Based on the nature of SWs, a value of ∂f/∂HT is
almost constant and ranging in the order of several MHz/Oe. Thus remained possibility
to enhance sensitivity is the control of ∂S21/∂f by AMLs. The value of ∂S21/∂f corre-
sponds to the slope of transmission band, and it is necessary to have steep S21 change
on frequency. It is noteworthy that a localized peak gives a large value of ∂S21/∂f ,
and the slope can be further designed by the structure of microcavity. In contrast to
the previous report using Bragg mirrors, higher transmission gain is expected by using
such localized peaks. This yields of the increase of signal to noise ratio. The schematic
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Figure 4.3 (a) Given signal change ∆S21 for various values of HT of magnonic micro-
cavities with LM = 213 µm, LA = 193 µm and LD = 386 µm. A bias magnetic field
H0 = 200 Oe is assumed together with the 110 µm-thick YIG. Inset is a schematic
drawing of microcavity with N = 10. A yellow stripes represent metalized layer. (b)
Extracted sensitivity ∂S21/∂f and the minimum resolution with different N .

drawings are illustrated in Fig.4.2. A testing magnetic field +HT (−HT ) gives up-shift
(down-shift) of the Bragg frequency fB. By measuring a change of signal ∆S21 at specific
driving frequency fD, HT can be estimated. To obtain the maximum sensitivity, a value
of ∂S21/∂f should be maximized at fD.

The dependence of ∆S21 on the number of periodic structure was calculated to
review an aspect of AML-based magnetic field sensors. For simplicity, Gilbert damping,
coupling efficiency to the excitation antennas, and contribution of Gaussian noise were
ignored in the calculation. Basic design of periodic structure was consistent with one
used in §3.2 (LM = 213 µm, LA = 193 µm and LD = 386 µm). Calculated ∆S21 for
different N from 10 to 22 is shown in Fig.4.3a. Evaluating frequencies are adjusted for
each N to maximize ∂S21/∂f . For example, a value of ∂S21/∂f = −4.97 dB/MHz at
2.9084 GHz for N = 10. This became −614.98 dB/MHz at 2.9078 GHz for N = 22.
A change of evaluating frequency is caused by the narrowing of the localized peaks. As
a result, larger N gave a higher sensitivity as expected. In addition, given ∆S21 was
monotonically decreased with reduction of HT .

A value of S21 is generally measured by using a vector network analyzer (VNA) to
diminish noise spectral density in GHz region. The use of VNA yields following require-
ments for HT measurement.

• A signal level of S21 overcomes the noise floor (typically ∼ -70 dB)

• A signal change ∆S21 exceeds the trace noise
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The first requirement was absolutely satisfied thanks to the higher transmission intensity
of localized peak, e.g. a calculated S21 = −3.19 dB at HT = 0 Oe for N = 10. Therefore
the latter requirement determines the minimum resolution of HT . A high grade VNA,
e.g. KEYSIGHT, E5080A, gives a small trace noise of 0.0015 dB rms, the limit of
discriminable ∆S21 was determined based on this value. This limit was overlaid on
Fig.4.3a as a greed shaded area. Therefore Signal change ∆S21 in the shaded area cannot
be distinguished.

In the microcavity with large N number, ∆S21 was kept discriminable even in
smaller HT region. As a result, increase of N increased the resolution of HT , and the
minimum resolution is expected to reach the range of 10−7 Oe at N = 22. This resolution
is sufficient for the application of magnetocardiogram. The trend of the sensitivity and
minimum resolution for different N are summarized in Fig.4.3b. This suggests that
further increase of N will give enhancement of the minimum resolution overtaking SQUID
sensors. This is the basic strategy to obtain smaller resolution by AML-based magnetic
field sensors.

4.1.3 Experimental Setup

A prospect of AMLs as a magnetic field sensor was experimentally investigated. For
this investigation, homemade evaluation setup was constructed. Testing field HT was
provided by a handmaid Helmholtz coil. The winding diameter of each coil was 180 mm,
and number of winding was 20. Each coil was coaxially aligned with 90 mm separation.
This geometry ensured a homogeneous HT distribution within an error of 0.01 % inside
10 mm square at the center of the Helmholtz coil. The block diagram of the setup is
shown in Fig.4.4a. A magnonic microcavity under testing was placed at the center of the
Helmholtz coil. To apply bias magnetic field H0, a ferrite magnet was placed beneath
the YIG waveguide. The waveguide was placed on the MSL substrate, and a position
of the ferrite magnet was carefully adjusted to show a good localized mode. In the ex-
periment, the magnonic microcavity with N = 10 was prepared because larger N made
the structure larger, yielding in the HT inhomogeneity. With N = 10, the length of
periodic structure became about 4.2 mm, and this was enough smaller than the area
of homogeneous HT given by the Helmholtz coil. Microcavities with larger N can be
miniaturized by using thinner YIG films. Thus the microcavity with N = 10 was the
proof-of-principle-type form, and the minimum resolution of 10−4 Oe was expected.

Transmission properties of the microcavity was measured by VNA (KEYSIGHT,
8753ES). A value of HT was controlled by the current source (Agilent, E3640A), and
the applied current was monitored by the ammeter (KEITHLEY, 2000). The minimum
amount of the controllable current by the equipment was 1 mA, thus an external current
divider with the dividing ratio of 1:1000 was introduced to control HT in fine region.
With the current divider, the minimum amount of the controllable current became 1 µA.

The I-H curve of the Helmholtz coil was calibrated by the fluxgate sensor (Bart-
ington Instruments, Mag-01H). The result is shown in Fig.4.5. Applied current blow 1
mA was achieved by using the current divider. The target HT of 10−6 Oe was compara-
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Figure 4.4 Setup for evaluation of magnetic field sensors. (a) Block diagram. Abbrevia-
tions are: VNA (vector network analyzer), CS (current source) and FG (fluxgate sensor).
I-H curve of Helmholtz coil was calibrated by the fluxgate sensor. (b) The photograph
of the measurement setup constructed in the magnetic shielding box.
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Figure 4.5 Measured I-H curve of the Helmholtz coil. Red circles represent result with-
out divider, and blue triangles and squares represent results with divider. Squares are
measured outside the shielding box and triangles are inside the shielding box.

ble to the biomagnetic field, and smaller than the urban magnetic noise. The measured
magnetic field was bottomed out at 2× 10−4 Oe, outside the magnetic shielding box (see
blue squares). In contrast, a linear I-H curve with the slope of 2.10 Oe/A was obtained
in the range from 10−6 Oe to 1 Oe, inside the magnetic shielding box (see blue trian-
gles). Below 10−6 Oe, the fluxgate sensor was out of range, and thus no data point is
shown. From the result, the evaluation system was functional at fine HT region, and the
magnetic shielding was required to test smaller HT than 10−4 Oe. As shown in Fig.4.4b,
magnetic shielding box were composed of double layers of high permeability material to
shut the magnetic flux from the cable introduction part. A gap of layers was filled with
pieces of styrene foam to prevent heat convection, and the shielding box was covered by
the corrugated carton to stabilize temperature fluctuation. To reduce the contribution
of environmental electromagnetic noise as much as possible, The shielding box shown
in Fig.4.4b was further enclosed by the magnetic shielding room (NEC TOKIN Corpo-
ration). A residual static magnetic field was less than 100 nT inside the room. Before
the measurement, the magnetic shielding room had been closed over a day to suppress
thermal convection inside.

Then, values of S21(fD) were measured with and without the current divider to
evaluate HT dependence from 10−6 Oe to 1 Oe, and the resulted signal change ∆S21 was
calculated as a difference from the reference measurement at HT = 0 Oe. This measure-
ment sequence was repeated 10 times and the result was obtained as the average value
of these measurements.

65



10-6 10-5 10-4 10-3 10-2 10-1 100
10-3

10-2

10-1

100

101

 

 
S

ig
na

l c
ha

ng
e 

∆S
21

 (
dB

)

Magnetic field change H
T
 (Oe)

3.2 3.3 3.4
-40

-30

-20

-10

 

 

(d
B

)

(GHz)

Figure 4.6 Measured response of the magnonic microcavity to HT . Red circles represent
the result obtained without the current divider, and blue triangles represent the result
obtained with the current divider. Each point is the average of 10 repeated measurement.
Inset graph shows the S21 spectrum in the vicinity of localized peak. Black arrow points
at the Bragg frequency.

4.1.4 Result

Transmission spectrum around the Bragg frequency was measured after temper-
ature stabilization process, and the obtained S21 spectrum exhibited a clear localized
spectrum with Q-factor of 256 as shown in the inset graph of Fig.4.6. According to this
result, the evaluating frequency was set to fD = 3.35 GHz. At this frequency, HT depen-
dence of ∆S21 was evaluated. The result is displayed in Fig.4.6. Obtained output ∆S21
seemed to have a linear dependence on HT . Below HT = 10−4 Oe, a fluctuation of ∆S21
was drastically increased. However, the output slope seemed to be still proportional to
HT . Thus the magnonic microcavity might exhibit observable sensitivity to the magnetic
field less than 10−4 Oe. This result agreed very well with the theoretical prediction shown
in Fig.4.3. Nevertheless, the slope of ∆S21 is perfectly constant in the entire range of HT

in the calculation. In contrast, a change of the slope was confirmed at HT = 10−2 Oe,
or ∆S21 ∼ 10−1 dB in the experiment. Thus the behavior was slightly different from the
expectation. This anomalous behavior was reproduced by the calculation considering a
Gaussian noise.

The calculation was still based on the transfer matrix approach. In the realistic
measurement, a certain level of noise was superimposed to the measured spectrum, and
this noise gave unpredictable deviation on the S21. The effect of the noise was considered
as a linear sum, and no frequency dependence was assumed. Accordingly, the calculated
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transmission property was renewed with the Gaussian noise as follows:

A′
21(f) = 10−S21(f)/20 +N(µ, σN ), (4.2)

whereN(µ, σN ) represents the Gaussian noise with mean value µ and deviation σN . From
experiences so far, a typical level of noise floor was around −70 dB. Values of µ = 0 and
σN = 3.16× 10−4 well reproduced such noise floor. A resulting S′

21(f) is then calculated
by 20 log10 |A′

21(f)|. Magnetic field sensitivities were calculated with the same situation
as Fig.4.3, with the Gaussian noise. In addition to the effect of Gaussian noise, three
different calculation conditions for the Gilbert damping α and the coupling efficiency to
the antennas η were employed.

Condition L1 : Considering α = 10−4 and η = 0.2.

Condition L2 : Considering α = 0 and η = 0.2.

Condition L3 : Considering α = 0 and η = 1.

Among these conditions, the condition L3 represents the almost perfect condition except
for the Gaussian noise. From the condition L3 to condition L1, the performance of the
AML is deteriorated. Results of calculation are shown in Fig.4.7. In all graphs, the
reference calculation based on the condition L3 without the Gaussian noise was overlaid
as black lines. As shown in Fig.4.7a-c, the calculated transmission spectra became am-
biguous due to the effect of the Gaussian noise, but this effect was very limiting in the
high gain region. The condition L3 seemed to be almost unchanged from the reference
curve due to the effect of the Gaussian noise. Considering the effect of coupling efficiency,
the calculated result of S21(fD) for η = 0.2 was attenuated from −3.21 dB to −18.2 dB
(L3 → L2). In addition, the introduction of Gilbert damping close to the actual value
of α = 10−4 further reduced S21(fD) from −18.2 dB to −23.1 dB (L2 → L1). Therefore
levels of S21(fD) were overestimated in L3 and L2. Such overestimation was also included
in the calculation of Fig.4.3. Next, the effect of intensity of S21(fD) on the magnetic field
sensitivity ∆S21 is calculated.

Magnetic field sensitivity ∆S21 with the condition L3 is shown in Fig.4.7d. Al-
though remarkable difference was not confirmed in the transmission spectrum, deviation
of ∆S21 from the reference line was clearly seen in ∆S21 < 10−2 dB. However, a cer-
tain measure of linearity was kept to the extent of HT = 10−4 Oe. Below this point,
∆S21 was no longer significant due to the effect of Gaussian noise. In Fig.4.7e, the same
calculation for the condition L2 is displayed. Comparing to the condition L3, deviation
of ∆S21 was remarkably increased due to the reduction of the level of S21(fD). As a
result, calculated ∆S21 was no longer significant in HT < 10−3 Oe. Consideration of the
Gilbert damping further reduced S21(fD). The resulting sensitivity of the condition L1
is shown in Fig.4.7f. Calculated ∆S21 was no longer significant in HT < 10−2 Oe. In
addition, values of ∆S21 were slightly down-shifted from the reference line. This result
indicated the broadening of the localized peak due to the damping effect reduced the
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Figure 4.7 Limits of the magnetic field resolution with different conditions. Transmission
spectrum of AMLs in the vicinity of fD calculated with the (a) condition L1, (b) condition
L2, and (c) condition L3. Magnetic field sensitivity ∆S21 at fD against to various HT

values calculated with the (d) condition L1, (e) condition L2, and (f) condition L3. All
black curves represent the reference calculations based on the condition L3 without the
Gaussian noise. Driving frequency of fD = 2.908 GHz is used.
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slope of intensity ∂S21/∂f .
It is noteworthy that the experimental result shown in Fig.4.7 was the average of 10

repeated measurements, and this averaging slightly suppressed the deviation. The effect
of such small number of averaging appeared as the change of the slope at HT = 10−2

Oe. Therefore under this point, a signal to noise ratio was assumed to be drastically de-
creased, and the resulted values were no longer reliable. In this graph, error bars cannot
be directly shown due to the logarithmic vertical axis. By considering such Gaussian
noise effect, a reliable magnetic field resolution obtained in the experiment was limited
to 10−2 Oe at the most.

According to the weak law of large numbers, the Gaussian noise term in Eq.4.2
would be converged to N(µ, σN ) → µ with sufficient number of averaging, in which the
mean value is µ = 0. Therefore, in principle, a deviation of ∆S21 due to the Gaussian
noise can be removed and the true slope of ∆S21 against HT would be given. Although
the effect of Gaussian noise may become negligible by enough large number of sampling,
there is another effect of temperature drift; this effect cannot become negligible under
such huge number of measurements. This effect is discussed on the following part.

From above calculations, it can be understood that a higher level of S21(fD) yielded
in the small deviation of ∆S21. This is reasonable because the ∆S21 is a relative value
so that the ratio of the Gaussian noise to ∆S21 depends on the level of S21(fD). Some
specific examples were calculated for an input signal of 1 mW. In the case of the condition
L3, a transmitting power at fD was 0.69 mW, while it became 0.07 mW in the condi-
tion L1. A noise floor with the intensity of −70 dB corresponded to the averaged noise
power of 0.32 µW. If the change of HT gave ∆S21 of 0.1 dB, the resulting change of the
transmitting powers were 8.0 µW and 0.81 µW for the condition L3 and condition L1,
respectively. Therefore the given signal to noise ratios were 25 and 2.5 for the condition
L3 and condition L1, respectively. Thus the increase of the signal level S21(fD) is also
needed as well as the increase in the transmission slope ∂S21/∂f .

4.1.5 Design of Magnetic Field Sensors

Based on the previous discussion, important factors to design S21 spectra were obtained.
A slope of transmission spectra ∂S21/∂f has a dominant effect on the dynamic range.
An output signal change ∆S21 was distinguishable only when the difference exceeded the
trace noise of an equipment. Therefore ∂S21/∂f should take a large value. It is convenient
to useQ-factors for this evaluation, because theQ-factor represent a sharpness of localized
peak. Another issue was the signal level of S21(fD), which is a dominant factor for the
signal to noise ratio. Reduction of the effect of Gaussian noise by sufficient number
of averaging would be possible, but this sacrifices time resolution of the measurement.
Moreover the integration of the device usually increases the noise floor. Therefore it is
more preferable to have a sufficiently high level of S21(fD). It is convenient to measure
the peak intensity, which is appeared at the Bragg frequency fB, namely S21(fB). Use
of the signal intensity at the driving frequency S21(fD) might be more direct, but it
is complicate due to the dependence of fD on the periodic number N . Accordingly, a
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figure of merit (FOM) for the AML-based magnetic field sensors was introduced as in
the following manner.

FOM = 10S21(fB)/20 × (Q−factor) = 10S21(fB)/20 fB
∆f

, (4.3)

where ∆f is the full width at half maximum (FWHM) of the local peak frequency.
Evaluated FOMs for various magnonic microcavities are shown in Fig.4.8. Green triangles
are the ideal calculation, which corresponds to the data shown in Fig.4.3. In this case,
FOM monotonically increased as increase of periodic number N . Therefore in the basic
principle, increase of N gave increase of the sensitivity and the signal to noise ratio at the
same time. However, FOM value showed maximum atN = 12 in the red circles calculated
with a finite Gilbert damping of α = 10−4. This is due to the confinement of SWs in
the defect layer, in which Fabri-Perot resonance enhances the damping effect inside the
microcavity. This reduced S21(fB) yielded of the degradation of the signal to noise
ratio. Blue squares reflected the most realistic situation, in which the demagnetization
effect was also considered as discussed in §3.2. Thus broadening of the peak increased
∆f , yielding in the degradation of Q-factor. Therefore FOM exhibited drastically small
values in an order of magnitude.

To improve the FOM of AML-based magnetic field sensors, it is necessary to have
a homogeneous H0 distribution, because the demagnetizing effect is the dominant reason
of the degradation of FOM through the reduction of signal intensity S21 and the increase
of linewidth ∆f . According to the calculation in Fig.4.3, appropriate N to have the
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Figure 4.9 Temperature dependence of in-plane magnetization 4πM of YIG. Magnetic
field H0 = 400 Oe was applied.

maximum FOM varies by the condition of AML. For example, the elimination of the
demagnetizing effect improves the value of the maximum FOM from 66 at N = 10 to
1,086 at N = 12. Furthermore, if the value of α at the defect layer was diminished, the
maximum value of FOM can be easily extended by using the structure with large N . YIG
films with smaller α in the order of 10−5 are available at the laboratory level.70–72 At this
damping value, the maximum FOM of 11,780 can be obtained at N = 18. Nevertheless,
improvement of the film quality to this level is still challenging issue.

On the other hand, amplification of SWs was experimentally demonstrated by
using the spin transfer torque,137 or by using a parallel pumping technique.138,139 Such
techniques would compensate the enhancement of the damping effect at the defect layer.
If the damping effect at the defect layer is completely compensated, FOM would be
monotonically increased with N . These suggestions are outside the scope of this chapter,
and would be a road map for the further researches.

4.1.6 Temperature Compensation

While YIG is one of the best materials for SWDs, temperature sensitivity might be
a serious issue. This bothers the estimation of magnetic field resolution and reduced
reliability of the measured HT . Temperature dependence of 4πM of 110 µm-thick YIG is
shown in Fig.4.9. This curve was measured by using the vibrating sample magnetometer
(Tamagawa, TM-VSM261483-HGC), while applying an in-plane magnetic field H0 = 400
Oe. The Curie temperature of the film was TC = 285.6◦C, and the value agreed well
with the literature.49 A temperature dependence of 4πM around R.T. was estimated as
aYIG = −2270 ppm/◦C. This yields the magnetization change about 4 G for 1◦C of the
temperature drift. In addition, remnant field of the bias magnet is also drifted. This H0

also had a temperature dependence αMAG. These contributions due to the temperature
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drift ∆T are appeared as changes of Lamor frequencies.

ωH = γ(1 + aMAG∆T )H0. (4.4)

ωM = γ(1 + aYIG∆T )4πMS . (4.5)

Since the contribution of ∆T is written as a linear sum, this model is valid for the small
∆T because 4πM had nonlinear dependence on T as shown in Fig.4.9. Consequently,
this assumption seemed to be valid around R.T. A dispersion curve of SWs obtained
in §3.1 was too complicated to formulate as a function of ∆T . However, deviation of
the frequency f can be written as following to the perturbation theory as long as ∆T is
sufficiently small.

f
(
k(T +∆T )

)
= f

(
k(T )

)
+ f ′

(
k(∆T )

)
, (4.6)

where f , f ′ are frequencies and k(T ) is the wavenumber as a function of T .
To confirm this idea in experiment, a Bragg frequency fB was tracked against

∆T as an index of dispersion shift. The position of fB was estimated by using an
AML composed of the structure with LM = 213 µm, LA = 193 µm, and LD = 193
µm together with 110 µm-thick YIG. Thus the AML was the Bragg mirror, in which a
sharp notch-shaped stop band was observed. The measurement setup was constructed
in the thermostat chamber (ESPEC, SH661) to control the ambient temperature T . To
monitor T , a T-type thermocouple was placed by the YIG waveguide. The temperature
was measured by the scanner system with a fixed temperature point (KEITHLEY, 2001-
TCSCAN). The position of ferrite magnet was carefully adjusted to have a clear stop
band in the measured frequency range, and the transition property was measured in the
temperature range from 25◦C to 35◦C with interval of 0.5◦C.

Obtained result is shown in Fig.4.10a. The position of fB was down shifted as T
increased. This was caused by the heat demagnetization both of the YIG waveguide and
the ferrite magnet. A change of the depths of stop bands was also observed. This might
be caused by the change of demagnetizing effect inside the YIG waveguide. Important
point was the linearity of fB shift on T . The relation between fB and T is shown in
Fig.4.10b, and the linearity between them can be clearly seen with a constant slope of
CB = −6.2 MHz/◦C.

This result motivated the compensation of the effect of temperature drift using
temperature feedback circuit. A value of T monitored by the thermocouple determined
the compensation magnetic field Hcp, and Hcp was applied by the Helmholtz coil. The
evaluated HT dependence of fB was comparable to the gyromagnetic ratio γ = 2.8
MHz/Oe. Eq.4.6 was written with the contribution of Hcp while taking into account the

72



2.92 2.93 2.94 2.95 2.96
-80

-60

-40

-20

 

25.0 �35.0 �

(a)

25 26 27 28 29 30
2.92

2.93

2.94

2.95

2.96

 

 

(b)

Frequency (GHz)

Temperature � (�)

B
ra

gg
 fr

eq
ue

nc
y 
� �

(G
H

z)
T

ra
ns

m
is

si
on

	�
�
�

(d
B

)

Figure 4.10 Temperature drift of the Bragg frequency fB. (a) Transmission spectra S21
in the vicinity of fB with various temperatures T from 25.0◦C to 35.0◦C with 0.5◦C
increments. The temperature increases from blue colored lines to red colored lines. (b)
Extracted dependence of fB on T .

linearity of the temperature dependence.

fB

(
k(T +∆T )

)
= fB

(
k(T )

)
+ CB∆T + γHcp. (4.7)

To compensate the temperature drift CB∆T in Eq.4.7, Hcp was given as

Hcp = −CB∆T

γ
. (4.8)
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Figure 4.11 Implementation of temperature feedback circuit. (a) Time shift of controlled
ambient temperature. (b) Time shift of fB. Red squares (blue circles) represent the result
with (without) the feedback circuit. CB = −6.2 MHz/◦C is used as the compensation
parameter.

During the measurement, Eq.4.8 was calculated by the computer, and real-time feedback
was given to the measuring system. A well controlled ∆T ramping 0.5◦C was given by
the thermostat chamber, and frequency shift of fB were tracked on short time intervals.
The results are shown in Fig.4.11. Bragg frequency fB was monotonically decreased with
T increasing without the feedback circuit. On the other hand, fB was recovered to the
original position within the error of 2.87 ppm when the feedback circuit was activated.
Therefore the temperature compensation with Eq.4.8 was possible in principle.

The temperature feedback circuit seemed to work well in the experiment with the
environment precisely prepared. A change of T was stabilized after ramping, and this was
quite rare case in the practical situation. In the experiment, there was a small overshoot
in fB even with the temperature feedback circuit. The system took about 5 minutes to
recover fB at the original position. This time lag would be caused by the mismatch of
heat capacities of the YIG waveguide and thermocouple. Monolithic integration of these
circuit might improve the situation, but real-time compensation is challenging.

Finally, the effect of temperature profiles on the possibility of compensation was
investigated. According to Eq.4.8, the compensation magnetic field Hcp to control the
position of fB was determined from observed ∆T with the control constant CB. There-
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Figure 4.12 Deviation of fB to the different types of temperature drift artificially con-
trolled by the thermostat chamber. Ramping type: (a) time dependence of fB and T
and (b) relationship of these parameters. Oscillating type: (c) time dependence of fB
and T and (d) relationship of these parameters. Feedback compensation is not used.

fore T should be uniquely corresponding to the resulting shift of fB. This is the basic
requirement for the feedback compensation. In the experiment, following temperature
profiles were artificially provided for 50 minutes by the thermostat chamber: ramping
temperature and oscillating temperature. Former profile is often seen in the situation
with slow temperature drift, e.g. outdoor temperature. On the other hand, latter profile
is often seen in the controlled situation, e.g. air conditioning system. During the mea-
surement, feedback control was switched off and pure responses of fB were evaluated.

In Fig.4.12, measured profiles of fB for two different types of temperature drift are
graphed. In Fig.4.12a, the result of ramping temperature is shown, in which the value of
T increased monotonically, and fB decreased monotonically. The relationship of fB and
T is summarized in Fig.4.12b. In this situation, the correlation coefficient of these param-
eters was evaluated as −0.998. Thus T and fB were almost uniquely corresponding, and
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the profile of ramping temperature satisfied the requirement for feedback compensation.
In Fig.4.12c, another result of the profile of oscillating temperature is shown, in which
values of T and fB were oscillating with about 10 minutes cycle. In the same manner, the
relationship of fB and T is summarized in Fig.4.12d. In this situation, the correlation
coefficient was reduced to −0.676. This result indicated T and fB were not uniquely
corresponding due to the mismatch of temperature sensitivities of the YIG waveguide
and thermocouple, and accuracy of the feedback compensation would be remarkably de-
creased. Unfortunately, temperature drift of the practical situation is usually similar to
the profile of oscillating temperature. Currently, the temperature feedback circuit can be
used at the laboratory level environment, and another fundamental solution is needed to
solve this issue.

4.2 Differential Spin Wave Circuit for Sensors

4.2.1 Principle

One of the most commonly used techniques to suppress an environmental noise is the
differential circuit, in which the contribution of noise from environment and the radiation
of noise originated in a source are suppressed by the subtraction of received signals. This
technique has been seen in the telephone wires ans so on. I introduced the magnonic
counterpart of differential circuit to suppress temperature drift of the system, namely
differential spin wave circuit (DSWC). This idea was first introduced in this field.

In general differential circuits, input signals are given in the normal mode (phase-
inverted signals) and a noise is given in the common mode. Therefore the contribution
of the noise can be suppressed. In the case of magnetic field sensors, the contribution
of HT to the bias magnetic field H0 modifies the transmission property S21(fD). And
the heat demagnetization ∆M also modulates S21(fD). Therefore both of HT and ∆M
dependent shift are appeared as common mode in SWDs, and usual subtraction process
excludes information of HT as well as ∆M . In this work, a simple trick was introduced
to solve this problem. This concept was schematically shown in Fig.4.13 The system was
composed of two YIG waveguides, namely circuit A and B, magnetized in anti-parallel
by the opposite H0. Accordingly, the contribution of HT and ∆M to the magnetic flux
B = H0 +M inside the waveguide is written by

BA = +H0 +HT + (M +∆M)

BB = +H0 −HT + (M +∆M)
. (4.9)

It is noteworthy that the coordinate system is defined by the direction of H0 in each
circuit. This model is valid because these circuits can be considered separately due to
no interaction between them. In this scheme, only HT dependent shift is appeared as
the normal mode, thanks to the different polarization with H0. Thus the subtraction
of received signals from each circuit selectively eliminates ∆M dependent shift. Since
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propagating SWs are presumed to be plane wave, the phase rotation within the circuit
is given by 2πfDt − kL with the wavenumber k and the waveguide length L. In these
parameters, only k shows HT and ∆M dependence, thus deviation of k is again expanded
by the perturbation theory. By assuming the sinusoidal form for the received signals from
each circuit, given signals are given by

SA = A0 sin

(
2πfDt+

(
k(H0,M) + k1(HT ) + k2(∆M)

)
L+ θofs

)

SB = A0 sin

(
2πfDt+

(
k(H0,M)− k1(HT ) + k2(∆M)

)
L

) , (4.10)

where A0 is signal amplitude, and k1 and k2 are perturbation term to the original k due
to TH and ∆M , respectively. Only in the circuit A, the received microwave signal is
further phase shifted by θofs by using an external phase shifter. When common mode
and normal mode terms are separately written, Eq.4.10 became

SA = A0 sin

((
2πfDt+ kCL

)
+∆k1HTL+ θofs

)

SB = A0 sin

((
2πfDt+ kCL

)
−∆k1HTL

) , (4.11)

where kC = k + k2 is the common mode wavenumber, and ∆k1HT represents the term
appeared in the Maclaurin expansion

k1(HT ) = k1(0) +
∂k1(0)

∂HT

1

1!
HT +

∂2k1(0)

∂H2
T

1

2!
H2

T ... ∼ ∆k1HT . (4.12)

An linear sum of SA + SB yields of an output amplitude Aout given by

A2
out = 2A2

0

(
1 + cos(2∆k1HTL+ θofs)

)
. (4.13)

When θofs = 0, Eq.4.13 became

A2
out = 2A2

0

(
1 + cos(2∆k1HTL)

)
. (4.14)

When θofs = π, Eq.4.13 became

A2
out = 2A2

0

(
1− cos(2∆k1HTL)

)
. (4.15)
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Figure 4.14 Photograph of DSWC. Combination of two SW transducers. Two neodymium
iron boron magnets are installed inside a base made of copper-zinc alloy to apply opposite
H0 for each circuit.

Eq.4.14 and Eq.4.15 shows HT dependence in the cosine function with the different signs.
The sign is quite important in the S-parameter measurement, because S-parameter is
usually given in the logarithmic scale. To see the resolution for the magnetic field sensor,
target HT is ranging in very small order less than 10−3 Oe. In the limit of HT → 0,
Eq.4.15 approaches to 0 so the value of logAout takes a huge negative number in this
limit, and the sensitivity ∆S21 is drastically increased. When the total input signal
Ain = 2A0 is assumed, given S-parameter SOI become

SOI = 20 log10
Aout

Ain
= 10 log10

1− cos(2∆k1HTL)

2
. (4.16)

It is noteworthy that the common mode wavenumber kC is vanished in Fig.4.16, and the
system has no temperature sensitivity. This is the trick of DSWC and the temperature
feedback circuit is no longer required.

4.2.2 Robustness to Temperature Drift

Temperature stability of the DSWC was experimentally demonstrated. Transmission
properties of two circuits are measured by the 4 port VNA (KEYSIGHT, E5071C). A
testing field HT was applied by using the Helmholtz coil. The setup was constructed in
the thermostat chamber to control the ambient temperature. The DSWC was fabricated
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Figure 4.15 Transmission properties of DSWC. (a) Transmission S21 spectra of indepen-
dent circuits. (b) Deviation of S21. (c) Phase θ21 spectra of independent circuits. (d)
Deviation of θ21. Blue circles (red triangles) represent properties of circuit A (B). Black
circles represent a deviation of transmission properties.

by combining two transducers composed of MSL antennas separated by L = 5 mm. A
110 µm-thick YIG film was used for the waveguide of each circuit. The phonograph of
the prototype device is shown in Fig.4.14. To achieve anti-parallel H0 configuration, two
neodymium iron boron magnets were installed inside the base made of copper-zinc alloy.
In this setup, the consistent intensity of H0 is required as well as anti-parallel direction.
Therefore positions of these magnets were precisely aligned by screw positioners. In the
photograph, port 1 denotes an input port, and port 2 denotes an output port. A location
of these ports was reversed between the circuit A and B, because coupling efficiency of
DE-SWs depend on the direction of H0, i.e. nonreciprocal property.

First, transmission properties of the circuit A and B at HT = 0 were measured.
The results are shown in Fig.4.15. Since measured signals should be totally common mode
in this case, it was expected to have the consistent transmission properties for the circuit
A and B. However, some deviations from the ideal condition such as imperfection of mag-
netic field alignment and slight mismatch of YIG qualities caused discrepancy in these
spectra. The deviation was defined both for the amplitude S21(B)− S21(A) (Fig.4.15b)
and phase θ21(B) − θ21(A) (Fig.4.15d). The deviation of amplitude was within ±3 dB,
and the error of phase was within ±15 deg. According to Eq.4.11, deviation of phase

80



can be compensated by extra phase modulation θofs, and that of amplitude could be
compensated by microwave attenuators. However, deviations of these parameters were
completely frequency dependent and the balance of these signal would be easily broken
by the dispersion shift due to either HT or ∆M . Therefore the evaluation of device per-
formance by the superposed amplitude of output signals from the circuit A and B was
difficult with the fabricated device. Instead of using the superposed amplitude, phase
rotation of each circuit was independently measured by the vector network analyzer to
confirm the principle of DSWC. In this approach, a testing field HT was appeared as the
phase shift of 2∆k1HTL.

Temperature dependence was measured in the temperature range from 30◦C to
45◦C under HT = 0 Oe, and magnetic field dependence was measured at T = 36.0◦C.
These results are shown in Fig.4.16. When the temperature was varied, the phases of
the circuit A and B were equally drifted, because the ∆M dependent shift was appeared
as common mode. On the other hand, the phases of the circuit A and B were oppositely
drifted when HT was applied, because HT dependent shift was appeared as normal mode.
Therefore the basic principle of DSWC was successfully demonstrated.

The performance of DSWC was further investigated in detail. Temperature and
magnetic field dependences were again measured with the resolution of 1◦C and 0.2 Oe,
respectively. The results were evaluated as the phase difference (DSWC) and the aver-
aged phase of each circuit. The result is shown in Fig.4.17. As shown in Fig.4.17a, the
phase difference of the circuit A and B was quite stable against to the temperature drift.
This sensitivity was estimated as −9.5×10−3 deg./◦C, while a single circuit exhibited the
sensitivity of −20 deg./◦C. The result yielded the differential operation can suppress the
effect of temperature drift by a factor of 2,100 compared to the single circuit operation.
The remaining finite temperature sensitivity would be due to the imperfection of the fab-
rication. Temperature imbalance between waveguides were another possibility, since two
waveguides were physically separated and had no contact to the heat bath. Under the
temperature imbalance, k2 in Eq.4.11 was no longer appeared as common mode, and the
common mode rejection ratio (CMRR) of the circuit was degraded. Because the target
HT comparable to the biomagnetic field was quite tiny amount, the CMRR should be
increased as high as possible.

On the other hand, in Fig.4.17b, the output phase dependence on magnetic field
is also graphed. While temperature dependence was clearly suppressed, the phase differ-
ence was linearly increased forHT . Therefore DSWC can selectively observe the magnetic
field dependent signal. In addition, magnetic field dependence was doubled to that of the
single circuit, yielded the sensitivity of 20.6 deg./Oe. This result supported the predic-
tion of the response given by 2∆k1HTL. From the observed sensitivity, the parameter of
normal mode wavenumber shift ∆k1 = 35.9 rad.(m·Oe)−1 was obtained.

According to the original concept of DSWC, the final output is given by the ampli-
tude of superposed wave. Thus performance of the DSWC without spectral deviation was
virtually estimated with the obtained ∆k1. For comparison with magnonic microcavities,
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Figure 4.16 Demonstration of DSWC. Temperature dependence of phase properties (a)
at T = 32.0◦C, (b) at T = 36◦C, and (c) at T = 40◦C. Magnetic field dependence of
phase properties (d) at HT = 0 Oe, (e) at HT = 0.8 Oe, and (f) HT = 1.6 Oe. Blue
circles (red triangles) represent the phase of the circuit A (B).
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Figure 4.17 Performance of DSWC. (a) Temperature T dependence of the output phases.
(b) Testing field HT dependence of the output phases. Green squares represent a phase
difference of the circuit A and B, namely DSWC. Red circles represent an averaged phase
of the circuit A and B. Resulting phase is evaluated in absolute values because the circuit
A and B exhibit output in reversed polarity to HT .
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Eq.4.16 was rewritten as the sensitivity ∆SOI .

∂SOI

∂HT
= 8.68∆k1L

sin(2∆k1LHT )

1− cos(2∆k1LHT )
. (4.17)

In the case of magnonic microcavities, a sensitivity ∂S21/∂HT was constant for the specific
N . Therefore ∆S21 was drastically reduced at fineHT region. On the other hand, Eq.4.17
exhibited the sensitivity depending on HT . When HT = 10−6 Oe is given, Eq.4.17 shows
a value of 8.68× 106 dB/Oe. This performance is several order of magnitude larger than
the magnonic microcavity with N = 22. For small variation of HT around 10−6 Oe, the
value of ∆SOI can be approximated as

∆SOI = 8.68× 106HT = 8.68 [dB]. (4.18)

The value of ∆S21 of the magnonic microcavity with N = 22 was 1.80 × 10−3 dB at
the same calculation condition. Therefore the DSWC is capable of remaining a gigantic
signal change even in the finer HT region. However, the demonstrated device included a
finite amplitude mismatch within ±3 dB as shown in Fig.4.15b, such ideal performance
cannot be directly extracted, and finite temperature sensitivity was still confirmed due
to the reduced CMRR.

In the future, microfabrication and integration of the structure will help to sup-
press the temperature imbalance and inhomogeneity of the film quality, yielding in the
increase of CMRR. In the integrated device, the anti-parallel H0 configuration of impor-
tance would be hardly achieved due to the difficulty of integration of magnetic closed
circuit. Instead of using magnetic closed circuit, use of natural magnetic domain struc-
tures such as closure domains,140,141 or magnetic vortex cores142,143 might be useful for
the integration. In the viewpoint of the sensitivity, enhancement of ∆k1 is important.
Since ∆k1 is directly connected to the band structure of SWs, AMLs can contribute in
this manner.

4.3 Summary

In this chapter, magnetic field sensors using the magnetic field dependence of SWs were
intensively investigated. The main mission of this chapter is to review the prospect of
AMLs as a magnetic field sensor, by investigating the magnetic field dependence and tem-
perature dependence. The minimum resolution of 10−6 Oe is considered as the boundary
of high sensitive sensor which is capable of the biomagnetic field measurement.

In §4.1, AML-based magnetic field sensor was presented. Since steep S21 change
in the vicinity of the localized peak gave a large ∆S21, high sensitivity was expected. In
the calculation by the matrix approach method, the minimum resolution of AML-based
magnetic field sensor was proportional to the periodic number N . In the experiment,
the microcavity with LM = 213 µm, LA = 193 µm, and LM = 386 µm composed of
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110-µm thick YIG was tested. The resulting resolution was 10−4 Oe with the best ef-
fort, and reliable zone was limited over 10−2 Oe. The deviation from the calculation
was caused by the contribution of Gaussian noise, since the intensity of the localized
peak was attenuated by the poor coupling with MSL antennas and the spin relaxation
within the defect layer. Demagnetizing effect also degraded the sensitivity. These factors
limited the resolution of AML-based magnetic field sensors. Obtained sensitivity was
just comparable to typical Hall sensors, which was still far from the sensitive sensor. In
addition, the large temperature drift was the fundamental drawback of the AML-based
sensor. Temperature feedback as the compensation magnetic field was rather effective,
but only functional in the limited environment. Therefore outstanding performance was
not confirmed compared to other magnetic field sensors.

In §4.2, differential operation was introduced by SWDs, namely DSWC, to over-
come the drawback of temperature drift. In DSWC, two YIG waveguides are oppositely
magnetized to have HT dependent signal shift as normal mode. Such attempt was new in
this field, thus the basic principle was mathematically proofed and the effect of temper-
ature drift was not appeared in the given output. The prototype device was fabricated
by the combination of two transducers, and the validity of idea was also experimentally
confirmed. The prototype device exhibited a mismatch of the transmission intensities be-
tween two waveguides within ±3 dB. In the experiment, two waveguides were separately
measured and performance was calculated at the post process. Obtained phase shift for
HT was 20.6 deg./Oe, while temperature drift was suppressed in −9.5 × 10−3 deg./◦C.
Therefore the differential operation was experimentally demonstrated. Furthermore, if
two waveguides exhibited totally consistent properties, DSWC could exhibit gigantic sig-
nal change of 8.68 × 106 dB/Oe at HT = 10−6 Oe. Thus DSWCs showed prospect as
a sensitive magnetic field sensor, but the magnetic field resolution was not directly in-
vestigated due to the difficulty of the device fabrication with the perfect matching of
transmission properties of two waveguides.

Unfortunately, predominance of SWDs as a magnetic field sensor could not be
shown. However, obtained aspects of magnetic field and temperature sensitivity of SWs,
and related measurement techniques are rather utilized in the following investigation of
wave-oriented logic elements.
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Chapter 5

Spin Wave Interferometer

In this chapter, SW interferometers using FV-SW are presented. Such interferometers
become a key component of wave-oriented logic element, since SWs encode information
in their phase, and process information via interference. In §5.1, 2 wave interferometry
with a liner waveguide is investigated. Effect of the FV-SW backscattering at the waveg-
uide ends is further discussed. Based on earlier reports, two different approaches were
tested to suppress this backscattering. In §5.2, SW termination by roughened surfaces
is studied, in which such roughness is expected to induce additional scattering effect. In
§5.3, SW termination by metalized surfaces with thin gold is studied. The mechanism of
termination is investigated in detail. Finally, SW terminators composed of thin gold is
combined to the linear waveguide, and robust 2 wave interferometry against a change of
bias magnetic field is demonstrated in §5.4.

5.1 Spin Wave Interference

5.1.1 Motivation

Wave-oriented logic elements work on the basis of superposition of waves in interfer-
ometers, in which the tunability of magnonic band structures becomes the powerful
advantage. In principle, majority function with multiple fan-in and fan-out can be ef-
ficiently implemented by using interferometers.144 Nevertheless, there is a few exper-
imental reports of such interferometers in the field of magnonics. Previously, 2 wave
interferometry of SWs were investigated by several groups with in-plane magnetized con-
figuration.35,39,145 Such configuration is preferable in the viewpoint of bias magnetic
field H0, because the perpendicular magnetized configuration requires stronger H0 due
to the shape magnetic anisotropy, especially in the ferromagnetic metals like CoFeB and
Ni-Fe. However, as discussed in §3.1, in-plane magnetized configuration exhibits strong
anisotropy on the dispersion curve, and the phase information is propagation angle de-
pendent. Thus in the viewpoint of phase information, utilization of the perpendicular
magnetized configuration is rather preferable than that of in-plane magnetization. It is
worth to note that the YIG waveguides can be easily magnetized perpendicularly thanks
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to its small saturation magnetization of 5µB ∼ 1760 G, and FV-SWs have an isotropic
dispersion curve.

Based on above discussion, SW interferometers with the perpendicular magnetized
configuration are worth to be studied. In this configuration, FV-SWs are excited in the
waveguide. Even though FV-SWs have an advantage of the isotropic dispersion curve,
SWDs utilizing the mode are rather minor. Thus in this chapter, 2 wave interferometry
of FV-SWs is experimentally demonstrated, and the aspect of FV-SWs in the SWDs is
also investigated.

5.1.2 Interference Experiment

In the experiment, 2 wave interferometry of FV-SWs is investigated with different injec-
tion phases. The entire setup is shown in Fig.5.1a. Injection amplitudes and phases were
controlled in the external microwave circuit. Microwave signal of the excitation frequency
at 4 GHz was generated from the signal generator (Keithley, E8257C). This signal was
divided into two microwave signals and the injection phase of signal S1 was modulated
by the mechanical phase shifter (P1608DRE, Advanced Technical Materials). An extra
insertion loss due to the phase shifter was compensated by microwave attenuators #1
and #2. Input signals were monochromatic and adjusted to have the same amplitude
A0. Therefore input waveforms S1 and S2 can be written as

S1 = A0 sin(ωt+ ξ′ + θ1)

S2 = A0 sin(ωt+ θ2)
, (5.1)

where ξ′ is the controllable phase shift by the phase shifter, and θ1 and θ2 are the phase
offset given by input microwave circuits. Generally, θ1 ̸= θ2 is appeared unless special
equipment, e.g. phase matched cable, is employed. In the experimental setup, arbitrary
deskewing was possible by adjusting ξ′. When ξ′ = θ2 − θ1 + ξ was given, Eq.5.1 can be
rewritten by

S1 = A0 sin(ωt+ ξ + θ2)

S2 = A0 sin(ωt+ θ2)
. (5.2)

These signals were injected in the YIG waveguide via MSL antennas, as shown in Fig.5.1b.
Resulting wave was detected beneath the central antenna and the output signal S0 was
given. The output peak-peak amplitude Vpp was observed by the oscilloscope (Tektronix,
TDS8000B). Superposition of Eq.5.2 yields of the resulting Vpp as the function of ξ. This
is given by

Vpp = 2
√
2A0

(
1 + cos(ξ)

)1/2
. (5.3)
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Figure 5.1 Schematic drawing of 2 wave interference of FV-SWs. (a) Experimental setup.
Device under test (DUT) represents the interferometer, and injected microwave signals
S1 and S2 are shaped by external microwave circuit. Output signal S0 is observed by the
oscilloscope. (b) Detail of the DUT. A linear waveguide composed of 18.4 µm-thick YIG
is located on the MSL antennas. (c) Principle of operation. Destructive and constructive
interferences are represented as OFF and ON state, respectively.

This calculation can be justified unless nonlinear phenomena are induced with a large
input power. In the experiment, the input power to DUT was less than 1 mW, which
was enough smaller than the nonlinear excitation region.146 Therefore when ξ = 0 (in-
phase), Vpp takes the maximum value of 4A0. When ξ = π (anti-phase), Vpp takes the
minimum value of 0. These special ξ condition are defined as ”ON” state and ”OFF”
state, respectively (Fig.5.1c).

In the experiment, 18.4 µm-thick YIG was used as a waveguide. YIG was cut into
1 mm-wide and 16 mm-long parallelogram shape with an edge angle of 45◦ to form the
waveguide. This waveguide was perpendicularly magnetized by the electromagnet with a
bias magnetic field H0 = 3050 Oe, and the accompanying demagnetizing field Hd = 1682
Oe was assumed. During the measurements, temperature of the DUT was controlled to
be 40◦C and the input signals with peak-peak voltage of 200 mV were given. Output
voltage was measured by changing ξ with a step of 10◦. Experimental result is shown
in Fig.5.2a. As expected, Vpp was maximized at in-phase condition and minimized at
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Figure 5.2 Amplitude of the superposed output wave Vpp detected at port 3 versus (a)
the phase difference ξ between two injected waves, and (b) bias magnetic field H0. Error
bars correspond to the standard deviation of five repeated measurements.

anti-phase condition. Output voltages were VON = 9.56 ± 0.24 mV and VOFF 3.04 ± 0.25
mV at ON state and OFF state, respectively. Consequently the isolation ratio, defined
as the ratio of these amplitudes, was 9.95 dB.

As in the previous chapter, SWs are sensitive to H0 as applicable to magnetic field
sensors. However, H0 dependence causes the instability of operation in logic elements.
Therefore it is important to evaluate stability of ON and OFF states againstH0 deviation.
The intensity of H0 was swept from 3035 Oe to 3065 Oe by 1 ± 0.1 Oe steps. Output
voltage was measured at ON state and OFF state. The result is shown in Fig.5.2b.
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Signal level of VON and VOFF exhibited strong dependence on H0. At certain H0, ON
and OFF states were no longer distinguishable. This instability limited the use of the SW
interferometer at the laboratory environment and thus the suppression of this deviation
was the primary issue.

5.1.3 Reflected Spin Waves and Transmission Ripple

To investigate the reason of H0 instability, transmission spectrum from the input port2
to the output port3 of the waveguide was measured by the vector network analyzer
(Anritsu, 37347C). In addition, the transmission spectrum was also calculated by the
electromagnetic simulation (ANSYS HFSS ver.15.0). As shown in Fig.5.3a, the ripples
similar to that of simulation result shown in Fig.5.3b was observed. Since the simulation
showed good accordance with the experimental result, FV-SW distributions inside the
waveguide were further investigated by the simulation at different frequencies. The field
distributions inside the waveguide, where SWs were excited from the input port 1 and
port 2, are shown for the bottom of ripple (3.998 GHz) and the top of ripple (4.001 GHz)
in Fig.5.3c and d, respectively. Although the injected SWs were in-phase at both fre-
quencies, remarkable difference of the distribution can be seen. At the bottom of ripple,
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the intensity of injected FV-SWs was drastically decreased between the port 1 and port
2, and the strong standing modes were confirmed between input ports and waveguide
ends. On the other hand, at the top of ripple, such standing mode was formed within
the entire waveguide. The difference of the distribution was caused by the change of
wavelength depending on H0. The excitation at an input port generates two SW flows
inward (+k) and outward (−k) in a direction to the output port 3. This −k emission was
backscattered at the waveguide end, and regenerated in the flow of +k emission. Phase
difference of the original +k emission and the backscattered −k emission was depending
on the waveguide length and wavelength. In Fig.5.3c, the backscattered −k emission
seemed to become anti-phase, and resulting injection to the port 3 was canceled out. In
contrast to this, in Fig.5.3d, the backscattered −k emission seemed to become in-phase,
and resulting injection to the port 3 was enhanced. Because of the extra interference
of −k and +k emissions, the net power flow from an input port to the detection port 3
became frequency dependent. Since a wavenumber is depending on the magnetic field
H0 as well as excitation frequency, such change of the net power flow would be caused
against to H0. These discussions were in the case of in-phase condition, namely ON state.
In the case of OFF state, input waves became destructive regardless of the backscattered
wave. Therefore a large deviation of signal level was observed only in the ON state.

Based on this explanation, transmission ripples observed in the experiment can be
eliminated by terminating SW at waveguide ends. In the case of in-plane magnetized
configuration, such termination can be easily achieved by the tapered waveguide end.
However, this approach was no longer valid in the perpendicular magnetized configura-
tion, because two-magnon scattering was hardly appeared due to the isotropic dispersion
of FV-SWs. Fortunately, there are earlier works on the purpose of FV-SW termination,
e.g. J. H. Collins et al. reported the FV-SW termination by using a roughened waveguide
surface,147 and J. Adam reported the FV-SW termination realized by placing 500 Å thick
aluminum close to the surface of YIG.148 These methods were investigated separately,
and the applicability to the FV-SW interferometer is discussed in the following sections.

5.2 Spin Wave Termination by Surface Roughness

5.2.1 Waveguide Termination

In the experiment, 110 µm-thick YIG was cut into a 20 mm-long and 1.3 mm-wide rect-
angular shape as waveguides. Following the paper from J. H. Collins et al.,147 surfaces
of both ends of waveguide were roughened by the sandpaper with #600-grid. This me-
chanical scratching induced the surface roughness Ra. The value of Ra was measured by
using the stylus profilemeter (Ryokosha Corp., ET4000). The Ra of bare surface of the
waveguide was about 0.1 nm, while termination part was about 118 nm. This waveguide
was placed on the transducer as shown in Fig.5.4a. Transmission spectra S21 of waveg-
uides were measured by the vector network analyzer (Anritsu, 37347C), with applying
H0 = 2100 Oe perpendicular to the surface for the excitation of FV-SWs.

Measured S21 are shown in Fig.5.4b and c for without and with the roughening,
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Figure 5.4 Suppression of transmission ripple by roughening of waveguide ends. (a)
Schematic drawing of 2 port transducer. 110 µm-thick YIG was located on the dielectric
substrate. Observed transmission spectra S21 of the waveguide with (b) bare surface
waveguide end and (c) roughened surface waveguide end. Magnetic field H0 = 2100 Oe
is applied.

respectively. Transmission ripples was slightly suppressed with the roughening. To eval-
uate the degree of rippling, a standard deviation σS21 was evaluated for the data points
from 1.9 GHz to 2.1 GHz. Without roughening the standard deviation of the ripple was
σS21 = 5.79 dB, while with roughening that was σS21 = 3.66 dB. The termination effect
was clearly visible, but further reduction of σS21 was required. Following Eq.5.3, the
resulting output Vpp becomes 0 when ξ = π (OFF state). On the other hand, that of
ξ = 0 (ON state) becomes Vpp = 4A0, where 2A0 is an input voltage in peak to peak.
According to the previous discussion for Fig.5.3, the net power flow towards the output
port 3 was frequency or magnetic field dependent, and yielded σS21 in the transmission
spectra. Therefore the amplitude of A0 determining the level of ON state was also devi-
ated proportional to σS21. When the threshold value of Vpp for the ON and OFF states
is given as a 50% of the ON state level, the transmission ripples should be σS21 < 3 dB
to ensure the ON level output overcoming the threshold.

The origin of termination effect was considered as the scattering of SWs at the
surface defects, and this scattering was expected to result in the extra momentum re-
laxation.149,150 In earlier studies, such relaxation mechanisms have been investigated
both experimentally and theoretically.65,151,152 Following these reports, the degree of
relaxation was quantitatively evaluated in next part to obtain the aspect of termination.
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Figure 5.5 Construction of homemade VNA-FMR setup. (a) photograph of DUT. Ferro-
magnetic sample is located on the 50 Ω-matched MSL. Position of the sample is precisely
aligned by the dielectric guides made of FR-4. Calculated S-parameters of samples with
different lengths of sides of (b) 1.3 mm, (c) 3.0 mm and (d) 5.0 mm. Insets represent
the amplitude of magnetization precession within the sample at notable absorption peaks
of S21. Red color indicates stronger excitation. All calculation is under H0 = 500 Oe.
Typical physical parameters of YIG are set in the measured sample.

5.2.2 Construction of Ferromagnetic Resonance Setup

The evaluation of momentum relaxation is just to measure the FMR linewidth ∆H or
Gilbert damping α, and the FMR measurement is the powerful tool to investigate these
properties. In this part, a homemade FMR measurement setup was constructed, and the
effect of the roughening to FMR spectra was investigated.

There are two major techniques to measure FMR spectra. So called cavity FMR
technique uses a microwave cavity for the measurement.153 Microwave cavities are usu-
ally designed for a specific frequency, thus the bias magnetic field H0 is swept during the
measurement. Obtained signal is enhanced by the Q-factor of the microwave cavity, thus
fine spectra can be observed. However, this technique requires a large electromagnet to
apply homogeneous H0 to the microwave cavity. Another technique is often called VNA-
FMR, where planar antennas are used for the measurement.79 Such planar antennas are
capable of the broadband excitation, thus frequency is swept rather than H0. Since these
antennas can be formed on a small dielectric substrate, the setup can be easily imple-
mented with inexpensive equipment. Therefore the VNA-FMR setup was employed in
this study.
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There are two major techniques to measure FMR spectra. So called cavity FMR
technique uses a microwave cavity for the measurement.153 Microwave cavities are usually
designed for a specific frequency, thus H0 is swept during the measurement. Obtained
signal is enhanced by the Q-factor of the microwave cavity, thus fine spectra can be ob-
served. However, this technique requires a large electromagnet to apply homogeneous
H0 to the microwave cavity. Another technique is often called VNA-FMR, where planar
antennas are used for the measurement.79 Such planar antennas are capable of the broad-
band excitation, thus frequency is swept under the constant H0. Since these antennas
can be formed on a small dielectric substrate, the setup can be easily implemented with
inexpensive equipment. Therefore the VNA-FMR setup was employed in this study.

In Fig.5.5a, a photograph of the DUT for VNA-FMR setup is shown. Ferromag-
netic sample is placed at the center of the 50 Ω-matched through line. The position of
the sample was aligned by the dielectric guides made of FR-4, and fixed by screws. As
explained in §2.2, planar antennas give the inhomogeneous excitation, in which k = 0 is
not included. The primary excitation of the MSL was k ∼ 1.76×103 m−1. Thus FV-SWs
are excited in the sample, and numbers of accompanying standing modes contribute to
the spectrum. To obtain clear spectra, the lateral length of the sample should be pre-
cisely chosen: the length of the sample is sufficiently long to overcome the attenuation
length of FV-SWs, or sufficiently short to suppress multiple resonance. Therefore, the
dependence of the spectra on the sample geometry was evaluated by the electromagnetic
simulation (ANSYS HFSS ver.15.0).

The results are shown in Fig.5.5b-d for square samples with a side length of 1.3
mm, 3.0 mm, and 5.0 mm. In these graphs, transmission spectra S21 and reflection
spectra S11 were displayed as blue and red curves, respectively. In S11 spectra, num-
bers of remarkable peaks can be seen. Since a reflection of the electromagnetic waves
was caused at the discontinuous point of characteristic impedance, where the dielectric
constant or permeability constant was changed, S11 spectra included the information of
dielectric constant as well as the permeability constant of interest. On the other hand,
small dips in S21 spectra represent the absorption of propagating electromagnetic waves
by the magnetization dynamics. Of course S11 spectra were also important for the precise
analysis, but small dips in S21 spectra were rather focused because the spectra directly
represents the magnetization dynamics. Distributions of the precession amplitude within
the sample were also calculated at the frequency where notable dips were appeared in
S21 spectra. These results are also overlaid as inset pictures.

Since YIG is the material with quite small damping, its attenuation length is also
drastically extended. The 5.0 mm sq. sample still exhibited many resonance peaks, fur-
ther extension of the sample size was difficult due to the setup. The theoretical FMR
frequency can be derived by γH0, corresponding to 1.4 GHz in this calculation. The fre-
quency position was noted by the dotted line. In all sample geometries, pure FMR signal
was not obtained due to k > 0 excitation of the MSL antenna. Therefore all resonance
peaks were caused by the FV-SW excitation. The strong peaks were appeared around 1.7
GHz. At this frequency, estimated k of the FV-SW was 2.69× 103 m−1. This was quite
reasonable from the primary excitation of the MSL. In Fig.5.5c and d, notable peaks were
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also appeared in the lower frequencies, because of the geometrical resonances of FV-SW.
On the other hand, clear single peak was obtained with the 1.3 mm sq. sample. At this
peak, the entire sample was homogeneously excited. Even though SWs were excited,
the dip in S21 spectra reflected an absorption of microwave energy by the ferromagnetic
system. Hereby a sample with 1.3 mm sq. was employed as a standard geometry of
this setup. Of course the absorption spectrum was broadened by SW excitation. Such
broadening effect belongs to the extrinsic contribution ∆H0 as derived in Eq.2.46. Thus
frequency linewidths of these peaks cannot directly represent the momentum relaxation
of the ferromagnetic system.

More precisely, the measured spectra represent the behavior of electromagnetic
wave propagating along the MSL. Its propagation constant under the bias magnetic field
H0, namely β(H0), at frequency f can be derived by

β(H0) =
2πf

c0

√
ε̃rµ̃r(H0), (5.4)

where c0 is speed of light in vacuum, ε̃r is relative permittivity, and µ̃r(H0) is relative
permeability at magnetic field H0. A value of ε̃r is almost constant at the measured
frequencies. Therefore µ̃r(H0) of interest is given by

µ̃r(H0) ∝
(
c0
2πf

β(H0)

)2

. (5.5)

It is noteworthy that µ̃r(H0) spectra include the contribution of dielectric materials such
as the gadolinium gallium garnet substrate and FR-4 substrate, since the YIG sample
just partly occupies the space in the vicinity of the MSL. Therefore it is more reliable to
use a complex magnetic susceptibility χ(H0) instead. This can be given by

χ(H0) = µr(H0)− 1 ∝ µ̃r(H0)− µ̃r(Href), (5.6)

where µr(H0) is the intrinsic permeability of the YIG sample. A magnetic field Href

denote a reference field, in which the SW contribution is appeared at the outside of
measured frequencies. At Href , observed spectra represent extra contribution due to di-
electric materials independent of H0. By subtracting µ̃r(Href), pure contribution of the
YIG sample can be extracted.

In addition, β measured by the VNA includes the extra contribution of the MSL,
because the sample occupies just 1.3 mm of the entire MSL length. C. Bilzer et al. pro-
vided a method to exclude the extra contribution based on the transfer matrix approach.
In this method, the S-parameter of the MSL without sample is used as a reference.154

To perform this analysis, a full 2 port data set composed of S11, S21, S12, and S22 was
required. This approach was implemented in the system, and thus the obtained µr(H0)
spectra represent almost pure response of the ferromagnetic samples.
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Figure 5.6 Measured χ spectra. (a) Sample #Y1, (b) Sample #Y2, (c) Sample #Y3 and
(d) Sample #Y4. Red bold lines are real part and blue bold lines are imaginary part.

In the earlier report from J. H. Collins et al.,147 the effect of surface roughness was
investigated for the YIG film with a single thickness of 25µm. The termination effect
might be caused by the scattering induced by the surface roughness, in which excited
mode with wavenumber k might be scattered into other mode with wavenumber k′. Since
k is thickness dependent in the dipolar interaction region, the difference of momentum
relaxation in thickness is worth to be investigated. In Table5.1, prepared YIG samples
for the FMR measurement are presented. To investigate the effect of film thickness, 10
µm-thick and 110 µm-thick YIG films were used. All samples were cut into 1.3 mm by

Table 5.1 Prepared YIG samples for FMR measurement

Sample Thickness (µm) Ra (nm)

#Y1 10 0.2
#Y2 10 94
#Y3 110 0.1
#Y4 110 118
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1.3 mm square, and #Y2 and #Y4 were roughened by the sandpaper with #600-grid.
As a result, comparable Ra was induced in roughened samples. FMR spectra were mea-
sured for these samples with Href = 3300 Oe. Complex magnetic susceptibility spectra
χ = χ′+iχ′′ at H0 = 2300 Oe are shown in Fig.5.6. Measured spectra showed broadening
of a peak in χ′′ of #Y2 and #Y4, indicating the increase of FMR linewidth by roughening
process. The value of χ′′ at effective magnetic field Heff can be expressed by79

χ′′ = γ2
4πMS (4πMS +Heff)

f2r − f(f − i∆f)
, (5.7)

where fr = γHeff is the FMR frequency, and ∆f is the frequency-swept linewidth. It
should be emphasized that a magnetic field-swept linewidth ∆H is commonly used as a
measure of momentum relaxation rather than ∆f . Therefore the relationship of ∆H =
∆f/γ were introduced for the conversion. According to Eq.5.7, the spectra χ′′ were fit
using Lorentzian function to extract values of ∆f . Converted values of ∆H were given
as 2.4 Oe (#Y1), 7.1 Oe (#Y2), 4.6 Oe (#Y3), and 6.7 Oe (#Y4), respectively. As
expected, broadening of the resonance peaks due to the roughening process seemed to
be slightly enhanced in 10 µm-thick samples. The fr was down-shifted slightly by the
roughening process, indicating the change of the demagnetization field, which is sensitive
to the changes in film thickness.

5.2.3 Estimation of Damping Parameters

Observed damping ∆H is usually composed of the intrinsic term and extrinsic term as
derived in Eq.2.46. The intrinsic term is given by the Gilbert damping α, and describing
the momentum relaxation of uniform mode k = 0 into the lattice system, e.g. spin-orbit
interaction. On the other hand, uniform mode is often scattered into other modes with
finite k, and these modes are rapidly damped. In this manner, observed ∆H is broadened
from the original resonance peak of the intrinsic process. This is a general picture of the
extrinsic process, which is represented by ∆H0. Therefore the parameter of ∆H0 would
represent the effect of roughness induced scattering. However, in this experiment, SWs
with finite k was directly excited by the MSL antenna, thus extra contribution to ∆H0

was superposed by the imperfection of experimental setup. To investigate relaxation
process in more detail, the intrinsic process should be separated, and the extra ∆H0

due to the SW excitation should be removed. Since ∆H is frequency dependent and the
value of ∆H0 is given as a dc-component, VNA-FMR was done with various H0 to shift
fr. By comparing obtained ∆H0 of the samples #Y1 and #Y2 (#Y3 and #Y4), the
contributions of roughened surfaces can be extracted as the difference of ∆H0.

In the experiment, H0 was swept from 1200 Oe to 2500 Oe in 20 Oe increments.
The results are shown in Fig.5.7. Obtained plots were linearly fit using Eq.2.46 and
overlaid on the data points as the dotted lines. Large variation of data was observed in
the lower-frequency region by the inhomogeneity of crystallographic field, giving small
perturbation in Heff ,

155,156 thus this region was ignored, and fit curves were determined
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Figure 5.7 FMR frequency fr dependence of ∆H. Triangles and circles correspond to
polished and unpolished samples, respectively. Open and closed symbols represent 10-
and 110 µm-thick samples, respectively. Dashed lines are linear fits determined using
FMR frequency region fr >1.5 GHz.

using fr >1.5 GHz.
The slopes of the curves remain almost unchanged by the roughening process for

both the 10- and 110 µm-thick samples. The resulting α and ∆H0 values are listed in
Table5.2. The large difference in α might be due to the difference between the qualities
of the two crystals. The extrinsic process ∆H0 was increased by the roughening process
from 2.17 Oe to 5.97 Oe (+3.8 Oe) and from 0.59 Oe to 3.99 Oe (+3.4 Oe) for the 10- and
110 µm-thick samples, respectively. As expected, roughness induced scattering belongs
to the extrinsic process. The scattering potential may be explained by the fluctuation
in the effective magnetic field that is caused by the demagnetization effect, which was
introduced by the surface defects in this case. Hence, ∆H0 enhancements in the 10 µm-
thick samples were larger than those in 110 µm-thick samples, because the modulation of
demagnetization field introduced by the surface roughness would have more significantly
affected the thinner films.

Table 5.2 Estimated damping parameters of 10- and 110 µm-thick YIG samples.

Sample α ∆H0 (Oe)

#Y1 2.50× 10−4 2.17
#Y2 2.51× 10−4 5.97
#Y3 2.07× 10−3 0.59
#Y4 2.23× 10−3 3.99

97



0 25 50

2

4

6

8

 

T
ra

ns
m

is
si

on
 r

ip
pl

e 
σS

21
 (

dB
)

Damping ∆H
0
 (Oe)

(a)
(b) (c) (d)

Port1

Port2

�

�
Amplitude (Oe)

-0.3 0 0.3

#A1

#A2

#A3

(b)

(c)

(d)

�

Figure 5.8 Simulation of transmission ripples with various ∆H0. (a) ∆H0 dependence of
σS21 at frequencies ranging from 1.9 GHz to 2.1 GHz. Open circles represent simulated
results, and closed triangles indicate experimental results. Dashed line is exponential fit.
FV-SW distribution within the waveguide at 2 GHz with ∆H0 values of (b) 1 Oe, (c)
5 Oe, and (d) 50 Oe. Finite ∆H0 values were defined in regions #A1 and #A3. Color
represents amplitude of FV-SW.

5.2.4 Estimation of Required Damping Value

The effect of the surface roughening with Ra ∼ 100 nm was quantitatively estimated
by VNA-FMR experiment. The reduction of ripples in Fig.5.4c can be explained by
the increase in ∆H0 of 3.4 Oe at waveguide ends. For further suppression of transmis-
sion ripples, the enhancement of ∆H0 would be required. So the ∆H0 dependence of
the termination effect was estimated by using electromagnetic simulation (ANSYS HFSS
ver.15.0).

The simulation model was the same as the experimental setup shown in Fig.5.4a
except for SMA-type connectors. In this simulation, the waveguide had the typical elec-
tromagnetic properties of monocrystalline YIG with the thickness of 110 µm: 4πMS =
1760 G, relative dielectric constant εr = 15.3, and γ = 2.8 MHz/Oe. From Table5.2,
α = 2.07 × 10−3 was employed. Heff = 500 Oe was perpendicularly applied within the
waveguide, so that FV-SWs propagated. In Fig.5.8b-d, both waveguide ends (#A1 and
#A3) were set to have finite ∆H0, while ∆H0 was set to 0 in region #A2. Hence #A1
and #A3 represent the waveguide with the roughened surface. FV-SW was injected from
the MSL on the #A1 side.

From the calculated spectra, the standard deviations of transmission ripples σS21
were calculated at frequencies ranging from 1.9 GHz to 2.1 GHz in the same manner.
The result is shown in Fig.5.8a, as a function of ∆H0. Experimentally obtained σS21
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for Fig.5.4b and c were overlaid in the plot as triangles. Experimental results exhibited
similar termination effect with the calculation. In the plot, termination effect was sat-
urated at higher ∆H0 region, but there was still room to increase ∆H0 to enhance the
termination effect. In Fig.5.8b-d, the distributions of FV-SWs within the waveguide at 2
GHz were displayed. As ∆H0 increased, the intensity of the backscattering in the region
#A1 remarkably decreased. In Fig.5.8c, which is close to the experimental condition, the
backscattered wave still exists in the region #A1.

To achieve σS21 < 3 dB, ∆H0 = 6.6 Oe is required from the result of calculation.
The value of ∆H0 = 3.8 Oe in 10 µm-thick samples with Ra ∼ 100 nm, and the effect of
the thickness was not drastic in this case. The value of Ra would affect the termination
effect, but precise control of Ra by sandpapers is challenging. Chemical etching might
be useful,157 but termination by the roughened surface is not preferable in the viewpoint
of device integration.

5.3 Spin Wave Termination by Thin-Metal Over Layer

5.3.1 Waveguide Termination

In the experiment, transmission spectra of FV-SWs propagating in 18.4 µm-thick YIG
waveguides were measured. The waveguide used in the experiment was consistent with
one used in §5.1. The surface of the waveguide was polished with Ra = 0.4 nm so that
effects of resonant coupling with a perpendicular standing SWs or the roughness-induced
scattering can be separated. Both waveguide ends were covered by a 30 nm-thick con-
tinuous gold layer with the same Ra, instead of using aluminum layer reported by J. D.
Adam to prevent oxidation.148 This gold layer was deposited by magnetron sputtering.
A value of α = 2.35×10−4 of this film was evaluated in advance, by using the VNA-FMR
setup introduced in §5.2.

Transmission spectra were measured by using the 2 port transducer shown in
Fig.5.9a. A bias magnetic field H0 = 3100 Oe was applied along y-axis so that FV-SWs
propagated along x-axis. In Fig.5.9b and c, the effect of the gold layer was obviously
seen. Evaluated σS21 were 6.37 dB for the bare surface, and this value was reduced to
2.13 dB by the gold layer. The termination effect was much better than that of the
roughened surface, and this process also has advantage in the ease of fabrication, and
affinity with the device integration.

Comparable geometry was also reported in the field of spintronics.70,158,159 So
called spin pumping effect manifests at the interface between noble metals and the ferro-
magnetic system, yields of the extra damping αsp. Since the effect directly deal with the
torque of precession, given αsp directly contributes to the intrinsic damping as α + αsp.
A value of αsp can be given by160

αsp =
gµB
4πMS

g↑↓
1

d
, (5.8)

99



3.9 4.0 4.1

-60

-40

-20

  

Frequency (GHz)

-60

-40

-20

 

 

 

T
ra

ns
m

is
si

on
 S

21
 (

dB
)

GND

Port1

Port2

YIG

�

�

�

(a)

(b)

(c)

Gold surface

Gold

YIG

Figure 5.9 Suppression of transmission ripple by gold deposition on waveguide ends. (a)
Schematic drawing of 2 port transducer. 18.4 µm-thick YIG was located on the dielectric
substrate. Inset is the detail of the waveguide end. Observed transmission spectra S21 of
the waveguide with (b) bare surface waveguide end and (c) gold surface waveguide end.
Magnetic field H0 = 3050 Oe is applied.

where g = 2 is the Landé g-factor, µB = 9.274 × 10−21 erg/G is the Bohr magneton,
4πMS = 1760 G is the saturation magnetization of YIG, g↑↓ = 1.2 × 1014 cm−2 is the
spin mixing conductance at the Au/YIG boundary,161 and d = 18.4 µm is the waveguide
thickness. Substitution of these values into Eq.5.8 gave αsp = 6.87 × 10−7. This value
was much smaller than α = 2.35 × 10−4 of the YIG film. Hence the spin pumping
effect was less dominant in the experiment, because of the large d value. Such interfacial
effects will be dominant in the nanometer thick films, and spin pumping cannot explain
the termination effect. The origin can be considered more macroscopic, and FV-SW
propagation in the Au/YIG slab is electromagnetically analyzed in later parts.

5.3.2 FV-SW Dispersion Curve in YIG with TMOL

In Fig.5.10, the model of analysis is displayed. YIG layer was covered by the thin-metal
without dielectric gap. Unlike to the metalized slab shown in Fig.3.4, the thickness tAu

and conductivity σ of the thin-metal layer take finite values. Since AMLs were demon-
strated with thick copper layers with finite σ in §3.2, a value of tAu might be effective
for the termination effect. Hereby the termination effect given by such thin-metal over
layers is specially defined as TMOL.

According to the finite tAu and σ, magnetostatic approximation is no longer avail-
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Figure 5.10 Model of YIG slab with thin-metal over layer. From the top, there are
dielectric (D1) layer, thin-metal (Au) layer, YIG layer, and dielectric (D2) layer. SW
propagates along x-axis. Boundary B1 is at y = d/2, B2 is at y = −d/2, and C1 is at
y = d/2+ tAu, where d is the thickness of the slab and tAu is the thickness of thin-metal.

able in the Au layer. Thus Maxwell equation with quasi-steady approximation becomes
dominant equation in the layer, and effective boundary condition model was employed
to bridge equations with the YIG layer and other dielectric layers where magnetostatic
approximation was applied.162 In the Au layer,

∇×H =
4πσ

c0
E, (5.9)

∇×E = − iω
c0

h, (5.10)

∇ · h = 0. (5.11)

Vectors of H = H0 + h and E = E0 + e represent magnetic field and electric field,
respectively. Lower case represents perturbation term showing the time dependence of
eiωt. In addition, magnetic flux can be given by B = H (G) because the layer is non-
magnetic and calculation is in CGS Gausian unit system. Furthermore, ∂/∂z = 0 was
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assured in all cases. Eq.5.11 yields in

∂hx
∂x

= −∂hy
∂y

. (5.12)

From Eq.5.9 and Eq.5.10, following equations are obtained.

∂hy
∂x

− ∂hx
∂y

=
4πσ

c0
Ez, (5.13)

∂Ez

∂y
= − iω

c0
hx. (5.14)

Solving Eq.5.13 for Ez and substitution into Eq.5.14 gives

∂

∂y

(
∂hy
∂x

− ∂hx
∂y

)
= −i4πωσ

c20
hx. (5.15)

A partial differential equation of hx is derived by substitution of Eq.5.12 into Eq.5.15.(
− ∂2

∂x2
− ∂2

∂y2
+ i

4πωσ

c20

)
hx = 0. (5.16)

Accordingly, a general solution of hx can be defined as

hx =
(
a1e

kmy + a2e
−kmy

)
ei(ωt−kx). (5.17)

Substitution of Eq.5.17 into Eq.5.16 gives an equation for unknown km as(
k2 − k2m + i

4πωσ

c20

)
hx = 0. (5.18)

Non-trivial solution for hx gives km as follows

k2m = k2 + i
4πωσ

c20
= k2 + i

2

δ2
, (5.19)

where

δ =

√
c20

2πωσ
. (5.20)
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The introduced δ is often called as the skin depth, which represents a penetration depth
of electromagnetic field in the conductive layer. Finally, substitution of Eq.5.17 into
Eq.5.12 gives

hy = i
k

km

(
a1e

kmy + a2e
−kmy

)
ei(ωt−kx) = by (G). (5.21)

Since other layers are insulating, application of the magnetostatic approximation yields
of scalar potentials ϕ and ψ in the YIG and dielectric layers, respectively. As the same
procedure shown in §3.1, hx and by can be derived in these layers. In the YIG layer:

hx = ik
(
ϕ01e

ζ̃+ky + ϕ02e
ζ̃−ky

)
ei(ωt−kx), (5.22)

by = −k
(
µ̃+ϕ01e

ζ̃+ky + µ̃−ϕ02e
ζ̃−ky

)
ei(ωt−kx), (5.23)

where µ̃± = ζ̃±µ22 − iµ21. In the dielectric layer D1 and D2:

hx = ik
(
ψ
(N)
01 eky + ψ

(N)
02 e−ky

)
ei(ωt−kx), (5.24)

by = −k
(
ψ
(N)
01 eky − ψ

(N)
02 e−ky

)
ei(ωt−kx), (5.25)

where N represents the label of dielectric layers N ∈ (1, 2). Coefficients become ψ
(1)
01 = 0

and ψ
(2)
02 = 0 to ensure ψ → 0 at infinite point. Now the state vector (hx, by) is given for

all boundaries. At each boundary, the continuity of the state vector is ensured. Therefore
following set of equations is derived.

ψ
(2)
01 e

−kd/2 = ϕ01e
−ζ̃+kd/2 + ϕ02e

−ζ̃−kd/2, (5.26)

ψ
(2)
01 e

−kd/2 = µ̃+ϕ01e
−ζ̃+kd/2 + µ̃−ϕ02e

−ζ̃−kd/2, (5.27)

ik
(
ϕ01e

ζ̃+kd/2 + ϕ02e
ζ̃−kd/2

)
= a1e

kmd/2 + a2e
−kmd/2, (5.28)

µ̃+ϕ01e
ζ̃+kd/2 + µ̃−ϕ02e

ζ̃−kd/2 = − i

km

(
a1e

kmd/2 − a2e
−kmd/2

)
, (5.29)

a1e
km(d/2+tAu) + a2e

−km(d/2+tAu) = ikψ
(1)
02 e

−k(d/2+tAu), (5.30)

i

km

(
a1e

km(d/2+tAu) − a2e
−km(d/2+tAu)

)
= ψ

(1)
02 e

−k(d/2+tAu). (5.31)
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Solving Eq.5.26-Eq.5.31 for the eigenvector (ϕ01, ϕ02)
T of the FV-SW in the YIG layer

gives the characteristic equation by


(
µ̃+ − k

km
Γ− 1
Γ + 1

)
eζ̃+kd/2

(
µ̃− − k

km
Γ− 1
Γ + 1

)
eζ̃−kd/2

(µ̃+ − 1) e−ζ̃+kd/2 (µ̃− − 1) e−ζ̃−kd/2


 ϕ01

ϕ02

 = 0, (5.32)

where

Γ =
k − km
k + km

e−2kmtAu . (5.33)

Non-trivial solution for the eigenvector determines the dispersion curve.

e(ζ̃+−ζ̃−)kd =
µ̃+ − 1

µ̃− − 1

µ̃−km(Γ + 1)− k(Γ− 1)

µ̃+km(Γ + 1)− k(Γ− 1)
. (5.34)

Eq.5.34 cannot be directory solved for k as a function of ω, therefore the solution was
numerically solved by using Levenberg-Marquardt method for specific frequency ω = 2πf .
In the Levenberg-Marquardt method, a residual error function F was defined as:

F (k, ω) = k − A+B − C −D

(ζ̃+ − ζ̃−)d
→ 0, (5.35)

where

A = Log
[
µ̃+ − 1

]
+ iarg

[
µ̃+ − 1

]
, (5.36)

B = Log
[
µ̃−km(Γ + 1)− k(Γ− 1)

]
+ iarg

[
µ̃−km(Γ + 1)− k(Γ− 1)

]
, (5.37)

C = Log
[
µ̃− − 1

]
+ iarg

[
µ̃− − 1

]
, (5.38)

D = Log
[
µ̃+km(Γ + 1)− k(Γ− 1)

]
+ iarg

[
µ̃+km(Γ + 1)− k(Γ− 1)

]
. (5.39)

Eq.5.34 was converted by taking natural logarithm. This operation prevented oscillation
of F , because the solution k was generally complex number, in which exponential func-
tion include uncertainty of 2π.

According to Eq.5.35, F was calculated with following parameters: H0 = 1368 Oe,
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Figure 5.11 Residual error function F in Gaussian plane. Wavenumber of the YIG slab
with TMOL is calculated with H0 = 1368 Oe, 4πMS = 1760 G, YIG thickness d = 18.4
µm, Au thickness tAu = 30 nm, conductivity σ = 4.1 × 107 S/m, α = 2.35 × 10−4.
Excitation frequency of (a) 4.0 GHz, (b) 4.3 GHz and (c) 4.6 GHz. Color represents the
amount of residual error in logarithmic manner.
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Figure 5.12 Dispersion curves of the YIG slab with TMOL. Blue and red lines represent
mode k1 and k2, respectively. Bold lines correspond to the real part and dotted lines
correspond to the imaginary part. Green lines are dispersion curves calculated with
σ → 0 and σ → ∞.

4πMS = 1760 G, YIG thickness d = 18.4 µm, Au thickness tAu = 30 nm, conductivity
σ = 4.1 × 107 S/m, α = 2.35 × 10−4. It was also assumed the solution k = k′ + ik′′ lies
in the Gaussian plane (k′, k′′) defined by −0.05 ≤ k′, k′′ ≤ 0.05.

Calculated results are shown in Fig.5.11 with different excitation frequencies. In
Fig.5.11, blue colored areas represent a small residual error, and these areas are possi-
ble to have solutions. Relatively large F value was due to the rough resolution of the
Gaussian plane. At each frequency, a pair of solutions k1 = k′1 + ik′′1 , k2 = k′2 + ik′′2 can
be confirmed. Both k1, k2 were frequency dependent. Interestingly, k1 seemed to be an
irregular solution at 4.0 GHz, but strongly presented at 4.6 GHz. Superiority of these
mode might have frequency dependence. From the Gaussian plane, the YIG slab with
TMOL seemed to manifest two independent propagation modes.

Next, dispersion curve was then calculated to minimize F → 0 to have the specific
k1, k2 values. Initial values were precisely chosen not to mix these modes. Apart from
σ = 4.1 × 107 S/m, σ → 0 (Air), ∞ (PEC) were also calculated. Obtained dispersion
curves are shown in Fig.5.12. As a result, the mode k1 became consistent with k of σ → 0
at higher frequencies. In contrast, the mode k2 become consistent with k of σ → ∞ at
lower frequencies. Imaginary part of these modes were remarkably reduced where k′1 (k′2)
is closer to the slabs with σ → 0 (∞). Reflecting this nature, k1 and k2 were defined as
quasi-Air (q-Air) mode and quasi-PEC (q-PEC) mode, respectively.

In this calculation, q-Air mode and q-PEC mode were separately calculated. Dis-
crepancy in the wavenumber gives different contributions on the dipole interaction, and
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Figure 5.13 Simulation model for the YIG slab with TMOL. FV-SW is excited by the
MSL. The slab with width W = 1 mm is located on the MSL with liftoff gap LLO = 70
µm. Precession of magnetization mx is calculated along +x direction from the center of
the MSL. At both waveguide ends, extra damping ∆H = 10 Oe is applied to suppress the
backscattering. Excitation frequency is at 4 GHz and H0 = 1368 Oe is perpendicularly
applied to the slab.

these waves might be interacted. In this approach, further investigation about the actual
behavior of waves inside the waveguide is difficult. Therefore electromagnetic simula-
tion was again introduced to investigate the behavior of FV-SWs in the YIG slab with
TMOLs.

5.3.3 Estimation of Decay Length and Wavelength of FV-SWs

In the simulation, a continuum Au/YIG slab was modeled as shown in Fig.5.13. The
parameter set of the slab was the same as one used in Fig.5.12. Waveguide width W = 1
mm was further included, which was consistent with the waveguide used in the experi-
ment shown in Fig.5.9. Because of the limited computing resources, the slab with infinite
propagation length cannot be calculated as previous part. Therefore the backscattering
from the waveguide ends was suppressed by applying the extra damping ∆H = 10 Oe in
the region within 5 mm from the edge. By using this trick, the region within 10 mm from
the MSL can be regarded as a Au/YIG slab without waveguide end. Within this region,
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Figure 5.14 Calculated precession profile of mx with different tAu at 4 GHz.

magnetization precession mx was calculated along +k direction. In addition, a liftoff gap
dLO was included between the MSL and slab. When the slab was directly contacted to
the MSL, both surfaces of the slab were sandwiched by conductive layers. The dispersion
curve of such slab is given by Eq.3.33, in which no SW excitation is allowed. Moreover,
stronger excitation field from the MSL distorted mx profile in the vicinity of excitation
region, and appropriate dLO was also useful to extract pure decay profile of mx. From
these reasons, dLO = 70 µm was optimized for the slab condition.

Obtained profiles of mx are shown in Fig.5.14. In the bare surface slab, oscillation
of mx with spatial period of 0.80 mm was confirmed. The wavelength of FV-SW with
corresponding parameters was given as 0.78 mm, thus the calculated mx well represented
the profile of FV-SW. In addition, the attenuation of oscillation amplitude was very little.
The spatial period of the oscillation was monotonically extended as tAu increased. How-
ever, strong attenuation was obviously seen at tAu = 10 nm. Thus the termination effect
was strongly depending on tAu, and enhanced at specific thicknesses. These oscillation
profile was fit by

mx(x) = mx0e
−x/Latte−i2πx/λ, (5.40)

where Latt is attenuation length, and λ is wavelength. A value of mx0 is the oscillation
amplitude at x = 0, or the center of the MSL. In Eq.5.40, values of λ and Latt give
important information about the real and imaginary part of the wavenumber k = k′ +
ik′′, respectively. The relationship can be given by k′ = 2π/λ and k′′ = −1/Latt.
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Figure 5.15 (a) Au thickness dependence of λ. Red and blue lines represent to the
wavelengths of q-PEC and q-Air modes. Open circles show the extracted λ from the
electromagnetic simulation. Green lines show that of air-surface (σ → 0) and PEC-
surface (σ → ∞). (b) Au thickness dependence of Latt. Red and blue lines represent the
attenuation lengths of q-PEC and q-Air modes. Open circles show the extracted Latt. In
all calculations, the excitation frequency is at 4 GHz, and H0 = 1368 Oe.

Accordingly, the fitting of mx profile bridges the dispersion relation shown in Fig.5.12
and the behavior of the FV-SW propagating in the YIG slab with TMOLs. Values of λ
and Latt were further calculated around tAu = 10 nm. This result is graphed in Fig.5.15.

In Fig.5.15a, values of λ are presented. When σ → 0 (∞), calculated λ of the
FV-SW was 0.78 mm (1.57 mm). Wavelengths of q-Air and q-PEC were tAu dependent.
In the thick tAu region, q-PEC was almost comparable to the slab with σ → ∞. On
the other hand, in the thin tAu region, q-Air was almost comparable to the slab with
σ → 0. In the middle thicknesses, e.g. 3 nm ∼ 7 nm, both modes exhibited a mismatch
from σ → 0 and ∞. The results of the electromagnetic simulation were overlaid as black
circles. As shown in Fig.5.14, oscillations of q-PEC and q-Air cannot exist at the same
time, since the profile was able to be fit by a single λ value. Interestingly, a value of λ
exhibited good accordance with q-PEC at tAu over 100 nm, and with q-Air at tAu less
than 5 nm. Between these thicknesses, a value of λ was gradually transit from the q-
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Figure 5.16 Total regeneration due to the backscattering with TMOLs. Curves with
different LT are calculated. The parameters are given by Fig.5.15.

PEC to q-Air modes. In this transition region, a contribution of q-PEC and q-Air might
be mixed, yielding in the hybridization. In the experiment, tAu exhibited the sufficient
termination effect, where the mode might be hybridized.

In Fig.5.15b, values of Latt are presented. The q-PEC mode exhibited a cup-shaped
dependence, while the q-Air mode exhibited monotonically decrease with increase of tAu.
When tAu < 6 nm, Latt of these modes were degenerated. Similar cup-shaped dependence
was also confirmed in the result of electromagnetic simulation. In is noteworthy that
the bottom of the cup was located within the transition region of λ. This implies the
termination effect was enhanced in the hybridization region. At tAu = 10 nm, Latt = 0.54
mm was given. At tAu = 30 nm used in the experiment, Latt = 0.76 mm was given. This
value was slightly larger than the optimized value, but even smaller than the LT = 2 mm
which is the length of the waveguide covered by the TMOL. According to Eq.5.40, the
amplitude of the backscattered wave is given by

|AB| =
mx(2LT )

mx0
= e−2LT /Latt , (5.41)

where the oscillation term was ignored. When tAu = 30 nm, |AB| becomes 0.51%. Thus
TMOLs show a great potential to terminate backscattered waves.

Nevertheless, the obtained σS21 = 2.13 dB in the experiment was rather large
compared to the expected value from the |AB|. To estimate the total regeneration from
the TMOLs, it is also necessary to take into account of the effect of reflection at the
boundary. In the bare surface waveguide, wavenumber was estimated as k0 = 7.82× 103

m−1. As shown in Fig.5.15a, the wavenumber k = 2π/λ with TMOLs is tAu dependent
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and slightly smaller than k0. Since the wave is injected from the bare surface side, finite
difference between k and k0 gives rise in the reflection. This reflection was calculated by
the boundary conditions of the scalar potential ϕ and normal magnetic flux bx = −iµkϕ.
In the case of vertical incidence, reflectivity R at the boundary can be written as

R =
k0 − k

k0 + k
. (5.42)

Considering Eq.5.41 and Eq.5.42 at the same time, the total regeneration is derived by

R0 = |R|+ 4
k0k

(k0 + k)2
|AB|. (5.43)

The first term represents the direct reflection from the boundary, and second term repre-
sents the backscattering with the finite transmittance at the boundary. When tAu = 30
nm, R0 becomes 25%, namely the non-negligible mismatch between k and k0 increased R
term. The trends of R0 with different LT are shown in Fig.5.16. In Fig.5.15, thinner tAu

reduces the mismatch of k and k0, but Latt is increased at the same time. When there is
a room to include enough LT , thinner tAu can greatly reduce the total regeneration.

5.4 Demonstration of Robust XNOR Operation

5.4.1 Suppression of Transmission Ripple by TMOL

The waveguide with TMOL fabricated in §5.3 was used for the interference experiment in
this part. In advance, transmission spectrum S32 was measured with the same condition
as Fig.5.3. The result is shown in Fig.5.17. Transmission spectra of the waveguide
with bare surface were overlaid from Fig.5.3. Clearly the transmission ripples, which
are due to the backscattering at the waveguide end, were suppressed by the terminator,
in reasonable agreement with the calculated results shown in Fig.5.17b. Transmission
ripples observed at frequencies higher than 4.1 GHz were caused by the higher order
modes in the width direction, and this cannot be suppressed by TMOLs.163,164 These
ripples were formed at frequencies enough higher than that of the operation at 4.0 GHz,
thus these resonances had no effect to the experiment. Small differences between the
experimental results and simulations in this frequency range may be attributed to the
inhomogeneity of the demagnetization field.

Distributions of FV-SWs inside waveguides were also compared in Fig.5.17c and
d. FV-SWs were injected from both port 1 and 2 in the in-phase condition. Thanks to
the TMOL with tAu = 30 nm, the amplitude of backscattered waves was terminated at
the waveguide ends, and the propagation pattern became almost the same regardless of
excitation frequencies. This stability of transmission spectra also gives rise in the stable
interference of FV-SW within the waveguide.
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Figure 5.17 (a) Transmission properties from port2 to port3 in experiment under H0 =
3050 Oe. (b) Simulated under an effective field of H0−Hd = 1368 Oe. Blue dashed lines
and red bold lines show transmission behavior inside the waveguide with bare surface
and with TMOL, respectively. (c) Distribution of FV-SW inside the waveguide (c) with
bare surface and (d) with TMOL. Frequency f1 = 3.998 GHz and f2 = 4.001 GHz.

5.4.2 FV-SW Interference with TMOL

Interference experiments were done with the same procedure with §5.1. The measured
stability of ON and OFF state with the bare surface waveguide was given from Fig.5.2b.
In Fig.5.18c, amplitudes of the output wave versus phase difference ξ is shown. By the
application of TMOL with tAu = 30 nm, the amplitude of VON was reduced to 6.31±0.12
mV, and also VOFF was reduced to 1.30 ± 0.11 mV, because the TMOL terminated
outward flow of FV-SWs at port 3 and only inward flow contributed to the interference.
Hence the insertion loss of the interferometer was increased 3 dB in maximum. However,
the removal of outward flow further reduced the offset of the OFF state, and the resulting
isolation of ON state and OFF state was rather increased from 9.95 dB to 13.7 dB. The
measured stability of these state is shown in Fig.5.18b. Deviation of ON state was clearly
suppressed by the application of the TMOL. Standard deviations of the level of ON and
OFF states within the H0 ranging from 3035 Oe to 3065 Oe were evaluated as σON and
σOFF. And the noise margin was also defined as the discrimination between ON and
OFF levels including errors in 1σ, which can be understood as a gap height between red
and blue bands. All evaluated parameters are listed in Table5.3. Especially the noise
margin is important index as a measure of robustness, and this was increased from 0.85
mV to 4.14 mV, thanks to the termination effect. According to this factor, the stability
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Figure 5.18 Robustness of operation against magnetic field disturbance. Red squares
show VON and blue circles show VOFF, for the device (a) with bare surface and (b) with
TMOL. The width of the colored band represents the standard deviation. Error bars
corresponds to the standard deviation of five repeated measurement at one field. (c)
Output amplitudes of Vpp detected at port 3 versus ξ between two injected waves, for
the YIG waveguide with bare surface (BS) and with TMOL. All signals are at 4 GHz.

of the interferometer was improved by a factor of ∼ 5.
In the practical situation, the bias magnetic field of the commercial microwave

devices is usually given by permanent magnets. A value of H0 is rather temperature
dependent, since the remnant magnetic field of the magnet is quite sensitive to the
temperature as studied in §4.1. J. D. Adam also reported a temperature dependence
of the FV-SW propagating in the YIG waveguide.165 In this report, the waveguide was
magnetized by using a samarium cobalt magnet. The resulting temperature dependence
was evaluated as an equivalent magnetic field dependence, yielded in the value of 3.2

Table 5.3 Spec of FV-SW interferometers with different waveguide ends

VON VOFF Isolation σON σOFF Noise margin
(mV) (mV) (dB) (mV) (mV) (mV)

Bare surface 9.56 ± 0.24 3.04 ± 0.25 9.95 3.48 0.56 0.85
TMOL 6.31 ± 0.12 1.30 ± 0.11 13.7 0.50 0.40 4.14
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Oe/◦C. In Fig.5.18, robustness of the interferometers was evaluated for H0 drift over 30
Oe, which is comparable to the temperature drift of ∼ 10◦C. This result indicates the
FV-SW interferometer with TMOL can be used not only in the laboratory, but also in
the general environments with temperature drift.

5.5 Summary

In this chapter, 2 wave interferometry of FV-SWs were first experimentally demonstrated
by using the interferometer composed of the linear waveguide. FV-SWs have an advan-
tage on the device integration due to its isotropic dispersion curve. Nevertheless, the
termination of the backscattering at the waveguide ends becomes a serious issue for
studies. Thus the concrete device structure was never shown.

In §5.1, the 2 wave interferometry of FV-SWs was investigated on a trial. The
constructive (ON state) and destructive (OFF state) interference of injected waves was
confirmed with the isolation of 9.95 dB. However, this isolation was obviously deviated
by the bias magnetic field. The mechanism of deviation was discussed by using the elec-
tromagnetic simulation, and the backscattering of FV-SWs at the waveguide end gave
rise in the instability. Therefore to suppress the backscattering, two different termination
structure were studied in §5.2 and §5.3.

In §5.2, SW termination by roughness-induced scattering was investigated. The
surface of the waveguide ends were roughened by the #600-grid sandpaper. The re-
sulting Ra of about 100 nm suppressed transmission ripples to σS21 = 3.66 dB. The
VNA-FMR setup was constructed to observe the effect of momentum relaxation caused
by the roughening process. The roughened surface of 110 µm-thick YIG yielded of the in-
crease in the extrinsic damping ∆H0 of 3.4 Oe, while the intrinsic damping α was almost
unchanged. In 10 µm-thick YIG films, ∆H0 was further enhanced to 3.8 Oe. However,
the reduction of σS21 to the permissible range (< 3 dB) required the enhancement of
∆H0 ∼ 6.64 Oe. This would be achieved by optimizing Ra, but the precise control of Ra

by the sandpaper was technically difficult. And such roughening process is not preferable
in the viewpoint of the device integration. Even though the finite termination effect was
confirmed by the roughening process, further optimization was not done in this study.

In §5.3, SW termination by the TMOL composed of a 30 nm-thick gold layer was
investigated. The application of TMOL at waveguide ends yielded of the sufficient re-
duction of the backscattering with σS21 = 2.32 dB. Thus the given termination effect
was more efficient than that of the roughening process. Mechanism of the termination
effect by TMOL was investigated by using electromagnetic analysis. When the gold
thickness tAu was enough thin, two independent modes, namely q-Air and q-PEC, were
confirmed on the dispersion curve of the slab. According to the result of electromagnetic
simulation, these modes showed the hybridization at such tAu of several 10 nanometers,
and the propagation loss was drastically increased. The amplitude of the backscattering
was suppressed less than 1% with tAu = 30 nm. By considering the reflection at the
boundary of the termination area, the total regeneration became less than 25%. Thus
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further optimization is possible by tAu and the length of terminator.
In §5.4, TMOL with tAu = 30 nm was applied into the waveguide ends of FV-SW

interferometer. Canceling of the outward flow at the central port by TMOLs gave a well
controlled flow of SWs in the interferometer. As a result, the isolation of ON and OFF
states was increased from 9.95 dB to 13.7 dB. Deviation of the output signal by the
instability of magnetic field was remarkably suppressed. The noise margin of these states
was improved from 0.85 mV to 4.14 mV by the termination of the SWs at the waveguide
ends. This result is an important milestone for further developments of the network of
SWDs with FV-SWs.
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Chapter 6

Reconfigurable Logic Device

In the previous chapter, fundamental properties of the FV-SW interferometry were in-
vestigated in the linear waveguide. The essence and nature of FV-SWs are the isotropic
dispersion within the device plane, and thus more complex waveguide topology can be
realized. The purpose of this chapter is to demonstrate the interferometer with 3 fan-in,
comprising of the Ψ-shaped waveguide. In §6.1, the basic aspect of majority logic is
reviewed, and the concept of reconfigurable functionality using a three-input majority
gate is presented. In §6.2, the Ψ-shaped waveguide geometry is designed on the electro-
magnetic simulation, and fabricated by different techniques. In §6.3, the reconfigurable
functionality is experimentally demonstrated, and the stability of operation is discussed.
Finally, in §6.4, the flow of FV-SWs in the junction area is investigated.

6.1 Spin Wave Majority Function

6.1.1 Fundamental Property

The Boolean algebra is generally expanded with the combinations of AND (x · y), OR
(x+ y), and NOT (x̄) operations, in which x and y take Boolean values of 0 or 1. Each
logic function F (x, y) has at least one Boolean expression, and can be expanded by the
Shannon’s expansion as follows

F (x, y) = x̄ · (ȳ · F (0, 0) + y · F (0, 1)) + x · (ȳ · F (1, 0) + y · F (1, 1)). (6.1)

This expansion is given by the combination of AND, OR, and NOT operations. Gener-
ally, arbitrary logic function with N logical variables can be also expanded in the same
manner. This property is called completeness. Moreover, OR operation can be replaced
by x̄ · ȳ, hence AND and NOT operation are enough to realize completeness. In addi-
tion, by using the NAND (x · y) operation, NOT operation can be further replaced by
NAND(x, x). Realization of the NAND operation is sufficient to show the completeness
of logic functions. In the electronic circuit, a NAND gate can be implemented with 4
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Table 6.1 Truth table of 3 wave interferometry

#L θ1 θ2 θ3 θ0 A0

1 0 0 0 0 3Ain

2 0 π 0 0 Ain

3 π 0 0 0 Ain

4 π π 0 π Ain

5 0 0 π 0 Ain

6 0 π π π Ain

7 π 0 π π Ain

8 π π π π 3Ain

transistors. Therefore Boolean algebra becomes an element forming the basis of todays
electronic circuit.

In contrast to transistors, interference of waves cannot show completeness in the
same manner. By considering the phase 0 and π as Boolean values, wave propagation of
λ/2 yields of NOT operation, where λ is the wavelength. As shown in the chapter 5, 2
wave interferometry exhibits the constructive and destructive output. In this case, the
resulting amplitude becomes 0 (1) when 2 input waves are anti-phase (in-phase). This
behavior corresponds to the XNOR (x⊕ y) operation. Combination of XNOR and NOT
operations yields of XOR operation, and Eq.6.1 can be replaced by XOR operations.
Thus it is also possible to express arbitrary logic function. This is called the Reed-Muller
expansion.166 Nevertheless, the logical output of 2 wave interferometry is given in the
amplitude, thus no further cascading is possible, or the amplitude-phase converter is re-
quired for cascading.

In 3 wave interferometry, which is presented in this chapter, the behavior of the
interferometer is rather the majority logic (MAJ(x, y, z)) than the XNOR operation. In
general, wave interference with N input waves can be represented by

θ0 = tan−1


N∑
i=1

Ai sin θi

/ N∑
i=1

Ai cos θi

 , (6.2)

A0 =

N∑
i=1

A2
i +

∑
i̸=j

AiAj cos(θi − θj)

 , (6.3)

where θ0 and A0 are the phase and amplitude of the resulting wave, and θi and Ai are
those of the input waves. According to Eq.6.3 and Eq.6.2, A0 and θ0 of the resulting
wave are calculated and summarized in Table6.1 for the case of 3 wave interferometry
with all Ai = Ain. In Table6.1, the resulting θ0 becomes π (0), when π (0) in the input
θi is majority. Thus θ0 represent the majority logic MAJ(θ1, θ2, θ3). Since the number
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of π (0) determines θ0, order of θi is interchangeable (symmetric function). By using the
majority logic, compatible gates of AND and OR operation can be realized.

MAJ(θ1, θ2, 0) = θ1 · θ2. (6.4)

MAJ(θ1, θ2, π) = θ1 + θ2. (6.5)

The behavior of Eq.6.4 is appeared in #L1-#L4 of Table6.1, and the behavior of Eq.6.5
is appeared in #L5-#L8 of Table6.1. Of course the NOT operation can be realized
by the phase inversion. Since all of these operations are expressed only by phases, the
3 wave interferometry yields of the possibility of cascading, in contrast to the 2 wave
interferometry. These equations give the important aspect of this chapter.

6.1.2 General Applications of Majority Gates

In 1954, E. Goto invented parametron based on this scheme, which is the computer based
on the parametric oscillation of ferrites.167 Even though parametrons had advantages of
rigidity and cost, a slow clocking speed of a few megahertz allowed transistors to become
involved in the computing later on. In contrast, SWDs can work in the frequencies even
at tens of gigahertz, and the potential of such high speed clocking may allow the reuti-
lization of the fundamental architectures of parametrons such as full adder circuit.

Apart from parametrons, majority gates are also important in the digital commu-
nication technology. Transfered data is often affected by noise, thus it is important to
protect the data from errors. Thus data is coded in advance, and decoded by the receiver
in the certain manner. Repetition code is the simplest case, in which each bit of the
transfered data is repeated n times. When a number of error bit is less than n/2, the
received bit can be corrected by majority function with n fan-in. This is called majority
decoder, and also studied for several codes.168

Further possibility is given in the form of threshold function. Threshold function
is generalized majority function, and the form given by

F (x, y, z) =

 1 ;w1x+ w2y + w3z ≥ T

0 ; other
, (6.6)

where wi denote weight of real number and T is threshold value. When all wi = 1
and T = 2, Eq.6.6 gives the same result as MAJ(x, y, z). W. McCulloch and W. Pitts
presented the concept known as formal neuron. In this model, value of wi represents
connectivity of each neurons, and its sign represents polarity of connection, i.e. positive
(negative) wi denotes excitatory (inhibitory) synapse.169 This modes is the primitive
form of perceptron, which is one of the basic principles of machine learning. In the wave
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Figure 6.1 Expression of majority function. (a) Constructed by the conventional combi-
national logic circuit, in which x, y, and z are Boolean variables. (b) Constructed by 3
wave interferometry.

interferometry, the threshold function may be written as

F (θ1, θ2, θ3) = w1 sin(ωt+ θ1) + w2 sin(ωt+ θ2)

+ w3 sin(ωt+ θ3) + T sin(ωt+ 0), (6.7)

where ω is frequency. It is noteworthy that the weight wi is given as an amplitude of
input waves. According to the expression, the resulting phase become π at t = 0 when
the superposed amplitude of input waves with θi = π exceeds the amplitude T . The
resulting phase takes either 0 or π as long as input phases are given by either 0 or π. By
using medium values, analog computing would be possible. In addition, the transmission
gain of the input waveguide, i.e. weight, can be controlled by AMLs.

6.1.3 Scope of Study

From the primitive level to abstractive scheme, the prospect of applications is presented.
Such powerful majority logic can be implemented not only by the wave interferome-
try, but also by the conventional CMOS transistors. In the combinational logic circuit,
MAJ(x, y, z) = x ·y+y ·z+z ·x. Difference of these implementations is shown in Fig.6.1.
To implement the majority gate by transistors, five 2-input gates are required, while 3
wave interferometry can implement the majority logic based on its wave nature. Such
hardware inefficiency argues the transistor based implementation of the majority gate to
be an issue of conventional combinational logic circuit.
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Figure 6.2 Structure of the Ψ-shaped FV-SW interferometer placed on MSL antennas.
TMOLs are located at each waveguide ends for termination.

In this chapter, the majority logic is implemented by 3 wave interferometry of FV-
SWs. The goal of this chapter is to demonstrate one of the basic principles of majority
gate, which is derived by Eq.6.4 and Eq.6.5. Since AND operation and OR operation can
be switched by the phase of θ3, this behavior was defined as reconfigurable functionality,
and θ3 is called control input in this scheme.

As shown in Table6.1, this function is not still perfect due to the amplitude mis-
match in #L1 and #L8. This might be avoided by the stronger excitation nearly non-
linear region, in which extra intensity of 3Ain is saturated by the parametric excitation
of exchange spin wave with drastically short attenuation lengths. Such frequency selec-
tive attenuation is originally used in the signal to noise enhancers.170 In addition, by
considering a cascaded connection, synchronization of interferometers is strictly required.
Other issues are also exist in the system level, and these issues are outside the scope of
this work. Nevertheless, a single majority gate also overcomes the hardware inefficiency
of the transistor logic as discussed, especially in large fan-in region. Such majority gate
is enough useful for some applications, e.g. parity check circuit. Therefore instead of
considering the system level application, a flow of SWs inside the Ψ-shaped interferome-
ter is further investigated, and a guideline of designing such interferometers is reviewed
in the later part.

6.2 Ψ-shaped FV-SW Interferometer

6.2.1 Control of Wave Flow

This topology belongs to the type-II (see §1.3), and different approaches are re-
quired for waveguide design, comparing to the simple linear waveguide shown in the
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Table 6.2 Geometrical parameters of the Ψ-shaped FV-SW interferometer.

Parameter Value Description

d 10 µm Thickness of YIG.
tAu 10 nm Thickness of gold comprising TMOLs.
W 350 µm Width of waveguide.
LI 3 mm Length of input waveguides.
LO 3 mm Length of output waveguide.
LT 1.5 mm Length of terminators.
βI 45◦ Angle of incidence.

former chapter. In this study, a 10 µm-thick YIG film on gadolinium gallium garnet
substrate was used to form the waveguide. Due to the limitation of the substrate size,
the length of each waveguide was 5 mm in maximum. In addition, TMOLs with length
LT were applied in the waveguide end to suppress backscattering. All designing factors
are listed in Table6.2. To prevent the direct electromagnetic coupling of MSL antennas,
βI = 45◦ and LI = LO = 3 mm were employed. Thanks to these requirements, the inten-
sity of direct coupling among input antennas was less than −40 dB, and that between
input and output antennas was about −60 dB in average. Remaining parameters to be
designed are waveguide width W , gold thickness tAu, and length of TMOLs LT. These
parameters were precisely chosen to guide input and output waves in better condition.
To find reasonable values for these parameters, the electromagnetic simulation (ANSYS
HFSS ver.16.1) was used.

The Ψ-shaped FV-SW interferometer should be designed to realize reconfigurable
functionality described in the previous part. As the 3 wave interferometry was modeled
by simple superposition of waves, monochromatic input waves without backscattering
contribution should be guided to the junction area shown in Fig.6.2. Input waves from
the port 1 and 2 are defined as S1 and S2, and that from the port 3 is defined as S3.
These definitions for the ith port are corresponding to Table6.1. The resulting wave was
detected by the port 4. The operating frequency was set to 4 GHz.

A value of W is known to affect the shape of wavefront.42,171 Wider W allows
generation of standing modes in the lateral direction, since the fringe of ridge waveguide
is considered as a pinning site for magnetization. In the former analysis, e.g. BS slab
shown in Fig.3.2, lateral dependence of scalar potential was ignored. This situation cor-
responds to the case of W → ∞, and this is not realistic for the ridge waveguides. The
wave confinement in the lateral direction can be given by

km =
mπ

W
. ;m = 1, 2, 3... (6.8)

Reflecting this confinement, the wavenumber k of FV-SWs in the ridge waveguide takes
an effective value of kW =

√
k2 + k2m. Accordingly, the dispersion curve of the ridge
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Figure 6.3 Dispersion curves of FV-SWs in the waveguide with a finite width W . (a)
Wavenumber k dependence on W at excitation frequency of 4.0 GHz. (b) Dispersion
curve of the ridge waveguide with W = 500 µm and (c) W = 350 µm. (d) Schematic
illustration of wave amplitude within the cross section of the waveguide. Line A and A′

denote edges of the waveguide. Curves with different mode number m = 0, 1 and 2 are
shown. Black circles marks capable excitation. In all calculations, H0 = 1368 Oe is used.

waveguide was formulated as163{
iζ
(
1− Te2iζkW d

)
coth(kW tG)−

(
1 + Te2iζkW d

)}
e−2iζkW d → 0, (6.9)

T =
ζ2 − 1

ζ2 + 1
− i

2ζ

ζ2 + 1
. (6.10)

where ζ =
√
−µ. The parameter µ represent diagonal component of the permeability

tensor. A parameter tG represents a distance between the surface of waveguide to the
GND. In the experimental setup, GND was formed on the backside of the dielectric
substrate with the thickness of tG = 500 µm. This yields of coth(kW tG) ∼ 1 at typical
value of k ∼ 104 m−1. In the limit of kW tG → ∞, Eq.6.9 can be simplified.

k =


(

1

2iζd
ln
iζ − 1

iζ + 1

1

T

)2

−
(
mπ

W

)2


1/2

. ;m = 1, 2, 3... (6.11)

The dispersion curves were calculated with various W and for the mode number
m = 0, 1 and 2. The result for W dependence is shown in Fig.6.3a. When W was rang-
ing from 212 to 425 µm, a waveguide was capable of excitation with only m = 1. Such
waveguide is often called as single mode. Outside this range, a waveguide was further ex-
cited the mode with m = 2, and such waveguides are called as multi mode. At W = 350
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Figure 6.4 Distribution of FV-SWs given by 2 wave interferometry in the junction area.
(a) In-phase interference and (b) anti-phase interference with the waveguide with W =
500 µm. (c) In-phase interference and (d) anti-phase interference with the waveguide
with W = 350 µm. FV-SWs are injected from the port 1 and port 2, while port 3 is
terminated. FV-SWs are excited at 4 GHz with H0 = 1368 Oe in all calculations.

µm, the waveguide was capable of the excitation of k1 = 1.17 × 104 m−1. However,
at W = 500 µm, the waveguide was capable of the excitation both of k1 = 1.34 × 104

m−1 and k2 = 0.78 × 104 m−1. The mode m = 0 cannot be overlaid because this mode
is excited only in W → ∞, or the BS slab without pinning at the edge. As shown in
Fig.6.4d, the amplitude of waves of modes m = 1 and 2 becomes zero at the edge due
to the pinning of magnetization. Such lateral confinement within the ridge waveguide
was not strictly considered previously, since the excitation field of MSL antennas was
usually homogeneous. For example, a typical wavelength of electromagnetic waves at 4
GHz was about 46 mm, which was sufficiently longer than that of the waveguide width,
e.g. W = 1 mm. The maximum phase difference of excitation field induced in the lateral
direction was only about 7.8◦. To excite the FV-SW with m = 2, the phase difference
of kmW = 2π is required. In the linear waveguides, such even modes are not appeared
unless km is drastically changed by scatterings. In Fig.6.3b and c, dispersion curves
with W = 500 µm and 350 µm are graphed, respectively. At the operating frequency
of 4 GHz, the waveguide with W = 500 µm was multi mode. However, this waveguide
showed single mode propagation below 3.97 GHz. In the same manner, the waveguide
with W = 350 µm was also capable of exciting m = 2 over 4.03 GHz. Therefore the
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Figure 6.5 Design of TMOL for the Ψ-shaped FV-SW interferometer. Total regeneration
from the termination area with various LT are shown. FV-SWs are excited at 4 GHz
with H0 = 1368 Oe in all calculations.

propagation mode was also frequency dependent. It is noteworthy that the frequency
tolerance of m = 1 and 2 is slightly higher in the case of W = 350 µm.

In Fig.6.4, the effect of propagation mode on the 2 wave interferometry is displayed.
Contrary to the previous experiment with the linear waveguide, 2 waves were obliquely
injected to the junction are with βI = 45◦. In the output waveguide, a change of the
propagation direction drastically affected the result of the interference. In Fig.6.4a and c,
the results of constructive interferences are displayed. Regardless of W , a finite intensity
of the resulting wave can be confirmed. On the other hand, the results of destructive
interferences were totally different as shown in Fig.6.4b and d. In the multi mode waveg-
uide with W = 500 µm, prohibited propagation of the resulting wave was confirmed as
the propagation of mode m = 2. Therefore the design ofW is quite important to prevent
such errors in the Ψ-shaped interferometer. By considering the process margin, a value
of W = 350 µm was employed in this study.

Finally, values of tAu and LT were determined to suppress backscattering from
the waveguide ends. The approach to design TMOLs was already summarized in §5.3.
Therefore the same calculation was done for the geometrical parameters shown in Ta-
ble6.2 with various tAu and LT. The result is shown in Fig.6.5. Due to the geometrical
limitation, LT < 2 mm was assumed. To suppress backscattering as much as possible,
larger LT was preferable. However, the interferometer was mounted on the MSL anten-
nas by flip-chip with manual alignment. Therefore LT = 1.5 mm was chosen to include a
separation of 500 µm to the neighboring MSL antenna. With LT = 1.5 mm, the bottom
of regeneration was appeared around tAu ∼ 6 nm. The designed TMOLs were deposited
by magnetron sputtering later on, and the resulting tAu was about 10 nm. This mismatch
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Figure 6.6 Transmission properties of the designed Ψ-shaped FV-SW interferometers.
Transmission spectra of the waveguide (a)-(c) with bare surface waveguide end, and
(d)-(f) with TMOLs. Red and blue lines represent transmission intensity and phase,
respectively. Sij denote transmission from the port j to port i. Distribution of the
wave amplitudes at 4 GHz (g) with bare surface waveguide end, and (h) with TMOLs.
H0 = 1368 is applied in all calculations. All input ports are excited by the injected power
of 1 mW.

was still within the allowable range, in which the total regeneration yields of only 5% of
coming waves.

Now all parameters were determined. Transmission properties of the designed
interferometer were also calculated. The results are shown in Fig.6.6. Without TMOLs,
transmission spectra of the waveguides exhibited ripples due to the standing modes.
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Table 6.3 Process flow of phosphoric acid etching.

# Process Notes

1 Cleaning Persulfuric acid, 70◦C, 5 min.
Acetone, 10 min., Ultrasonic cleaning
Isopropanol (IPA), 10 min., Ultrasonic cleaning

Baking 170◦C, 2 min.

2 Resist spin coat LOR20B
500 rpm., 5 sec.
3000 rpm., 45 sec.

Soft bake 170◦C, 300 sec.
4 Resist spin coat AZ5214

500 rpm., 5 sec.
3000 rpm., 45 sec.
6000 rpm., 1 sec.

Soft bake 100◦C, 60 sec.
5 Exposure 16 sec.
6 Develop AZ400:H2O = 1:5, 200 sec.
7 Hard bake 150◦C, 120 sec.

8 SiO2 deposition Ion beam sputtering, ∼ 2.8 nm/min. (> 1 µm)
9 Liftoff AZ700 remover, Acetone, IPA

10 YIG etching Phosphoric acid, 140◦C, ∼ 77.2 nm/min.
11 Rinse Pure H2O
12 SiO2 removal BHF (9%), ∼ 140 nm/min.

Phase spectra were also rippling, in which complicated wave flow was generated inside
the waveguide. In Fig.6.6g, the behavior of the standing mode at 4 GHz is clearly seen.
On the other hand, transmission spectra were completely smoothed by the application
of TMOLs. In Fig.6.6h, amplitude of backscattering from the waveguide end is clearly
suppressed. By using the designed geometrical parameters, the Ψ-shaped interferometer
was capable of guiding all injected waves into the junction area in the sufficient condition.

6.2.2 Fabrication of Waveguide

To fabricate the Ψ-shaped FV-SW interferometer, etching of the ridge waveguide was es-
sential process. Since YIG has excellent chemical stability and Mohs hardness of 7.0,172

micro-fabrication of waveguide is generally difficult. In this study, the designed ridge
waveguide was formed by two different approaches, and the resulting transmission prop-
erties were compared.

Phosphoric acid etching is widely used approach for the patterning of YIG sub-
strate. In this process, the surface of YIG was patterned by SiO2 mask, and then the sub-
strate was etched by phosphoric acid heated around 150◦C.157,173–175 Detailed condition
was based on the earlier work in [173]. In this work, two different etchant temperatures of
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Figure 6.7 Microscope images of waveguides in the vicinity of the junction area. (a)
Waveguide fabricated by phosphoric acid etching. Red squares mark positions of etch
pits. Inset shows the typical enlarged image of etch-pit. (b) Waveguide fabricated by
sandblast technique. Difference of textures on the surface of GGG substrate is due to
the roughness induced by sandblast.

140◦C and 160◦C was tested, and lower temperature exhibited less damage to the etched
YIG substrate. Process flow was shown in Table6.3. The SiO2 layer with a thickness
over 1 µm was deposited by iron beam sputtering (#8). Because of a long time duration
of etching process (∼ 2 hours), such thicker SiO2 mask was prepared. Liftoff process was
used for the patterning of SiO2 (#9) to minimize the undercut of mask layer. During
the etching process (#10), temperature of etchant was controlled by the oiling bath (AZ
ONE, OBS-200M), and the etched substrate was fixed on the Teflon basket. During the
etching, almost constant etching rate was confirmed.

After the etching process, several etch-pits were found on the surface of YIG sub-
strate as shown in Fig.6.7a. Typical size of each etch-pit was in order of 10 µm, and
the shape of inverted pyramid probably reflected the crystalline plane of (111). These
etch-pits were not confirmed before the etching process (#11), and obvious defect was
not visible beneath the SiO2 mask in microscopy (#9). Therefore cracks or voids might
be induced during the etching process (#10), possibly due to poor adhesion of SiO2.
After the etching process, SiO2 was removed by buffered hydrofluoric acid (BHF).

The second approach to form the ridge waveguide was micro-sandblast etching.
This technique is used for fabrications of micro electro-mechanical system (MEMS), in
which the impact of a high velocity powder beam elaborates microstructures.176 There
are also few reports about application of this technique to the YIG waveguide.177 In this
study, the interferometer was fabricated by using commercial process at Elfo-tec Co.,
Ltd. Fabricated waveguide is displayed in Fig.6.7b. Etch-pit was not confirmed in the
result of this process.

Height profile of the waveguide fringe was also measured by using a stylus pro-
filemeter (Ryokosha Corp., ET4000). Since the thickness of YIG layer was 10 µm, an
etched depth over 10 µm was required. Measured properties of fabricated waveguides
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Table 6.4 Comparison of waveguides fabricated by different techniques.

Micro-sandblast etching Phosphoric acid etching

Waveguide width 342.8 µm 333.5 µm
Etched depth 35 µm 11 µm
Tapering angle 52.1◦ 25.2◦

Etch-pit density — ∼ 20 defects/5 mm sq.
Chipping ∼ 5 µm ∼ 5 µm

are shown in Table6.4. The etched depth of micro-sandblast etching was deeper than
expected, but the effect on SW was supposed to be insignificantly. Apart from etch-pit,
tapering angle of the waveguide fringe was remarkably process dependent. Tapering an-
gle of 90◦ is preferable, since the dispersion of the ridge waveguide is width dependent.
According to the simulation, lower tapering angle in the vicinity of 10◦ could drasti-
cally change the transmission property of guided waves. In the viewpoint of tapering,
micro-sandblast etching was better for the waveguide fabrication. In the result of both
processes, the circumferential part of waveguide was chipped about 5 µm in maximum.

After the ridge waveguide was fabricated, TMOLs were deposited on the waveguide
ends by magnetron sputtering and photolithography processes. Due to the deep etched
depths of the ridge waveguides, conventional spin coating technique was not preferable
to apply the photo resist, because of the resist pool formed at the circumferential part.
Therefore spray coating and projection exposure techniques were employed to form the
mask pattern of TMOLs. After deposition, the surfaces of waveguide ends were com-
pletely covered by TMOLs with tAu = 10 nm.

6.2.3 Transmission Properties

In Fig.6.8, photographs of the device under test (DUT) are displayed. MSL antennas were
connected to the equipment thorough SMA-type connectors. Dielectric substrate (FR-4)
was fixed on the base mount made of copper-zinc alloy. Thermistor was embedded inside
the base mount to monitor the temperature of DUT, and the temperature was controlled
by the Peltier element connected to the base mount via a 150 mm-long copper plate
to separate the control current of the Peltier element. Thermoelectric controller (Cell
System Co,.LTD, TDC-1020A) was used to stabilize temperature deviation during the
measurement. Fabricated substrate was mounted on the DUT by flip-chip, and fixed by
the holder made of acrylic resin. Position of the substrate was manually aligned within
the error of 1 mm. A bias magnetic field H0 = 3095 Oe was perpendicularly applied
to the substrate so that FV-SWs were excited. The two-port vector network analyzer
(Anritsu, 37347C) was used to measure the transmission property.

Measured transmission spectra of fabricated waveguides are displayed in Fig.6.9.
Since the DUT had 4 ports, the combination of input and output ports yielded of 16
different spectra. In the interference experiment, the output signal was detected from
the port 4. Therefore important spectra must be S41, S42, and S43, representing the wave
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Figure 6.8 Photographs of the device under test with Ψ-shaped FV-SW interferometer.
(a) SW transducer. (b) Enlarged image of fabricated interferometer.
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Figure 6.9 Transmission spectra of the Ψ-shaped FV-SW interferometers. Red and blue
curves represent the waveguide fabricated by phosphoric acid etching and micro-sandblast
etching, respectively. H0 = 3095 Oe is applied and the temperature of substrate is
remained at 27.0◦C. Spectra of S11, S22, S33, and S44 are enlarged by a factor of 10.
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flow from the port 1, port 2 and port 3, respectively. Spectra of S41 and S42 exhibited
similar transmission gain, but that of S43 was remarkably different. This difference was
originated in the geometry of Ψ-shape. Even though measured substrates were fabricated
by different processes with resulting geometries shown in Table6.4, observed spectra were
almost the same. Thus the fabrication processes and resulted geometrical difference were
minor effect on the SW propagation. Detail of transmission spectra is further analyzed
in the end of this chapter.

6.3 Demonstration of Reconfigurable Functionality

6.3.1 Experimental Setup

In Fig.6.10, the block diagram of the constructed experimental setup is shown. A
monochromatic radio frequency signal at the frequency of 4.0 GHz was provided by
the signal generator (PSG-1: Keysight, E8757C). The signal was divided by the divider
(D1) into 4 paths, and one path was terminated. Remaining signals were modulated by
the phase shifters and attenuators to obtain the target phase θi and equivalent input
amplitude Ain to demonstrate the reconfigurable functionality. During the experiment,
the control phase θ3 was switched only one time to change gate function as derived in
Eq.6.4 and Eq.6.5. On the other hand, θ1 and θ2 were swept from 0◦ to 360◦ with 10◦

increments to investigate the behavior of the interferometer. The total combination of
θ1 and θ2 yielded of 1,369 measurements. According to this large number of measure-
ments, the programmable delay line (PDL: Colby, PDL-200A-625PS) was introduced.
This equipment automatically controlled θ1 and θ2 independently with the accuracy of
0.043◦. Then modulated signals were divided by dividers (D2) to monitor the condition
of input signals. Divided signals S1, S2, and S3 were connected to the oscilloscope (OSC:
Tektronix, DSA70804). Other paths were connected to the radio frequency switches
(RFS: Keysight, 44476A with switching module 3499B). As shown in Fig.6.9, S41, S42
and S43 exhibited different transmission intensities due to the waveguide structure. Am-
plitudes of input signals were independently adjusted by attenuators, so that each output
amplitude from different input ports was normalized to about 10 mV. This adjustment re-
quired each input port to be excited selectively, while other input ports were terminated.
This switching was done by the RFS. Since the RFS ensured the good reproducibility
for reconnection of the signal paths, phase error due to the adjustment was completely
diminished. Finally, all input signals were injected into the DUT which was placed in
the electromagnet. Applied magnetic field H0 was adjusted by the current source (CS:
Keysight, N5750A) with the feedback signal from the Gauss meter (GM: F.W. Bell,
7030). Resulting output signal from the DUT was amplified by a factor of 30 dB, by
using the microwave amplifier (AMP: Amplifier research, 1S1G4A). This amplified signal
S0 was observed by the OSC, then the output amplitude A0 and phase θ0 were evaluated.

Trigger signal at frequency of 2.0 GHz was supplied by the extra signal generator
(PSG-2: Keysight, 83732A). All input ports of the OSC were occupied by S1, S2, S3, and
S0. During the measurement, these signals cannot provide a constant timebase because
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Figure 6.11 Experimental results of 3 wave interferometry of FV-SWs with different input
phases: (a) θ1 = 0, θ2 = 0, (b) θ1 = 0, θ2 = π, (c) θ1 = π, θ2 = 0, and (d) θ1 = π, θ2 = π
with H0 = 3050 Oe. Red circles represent input waveforms of S1 and S2. Blue circles
represent the resulting waveform with θ3 = 0 and π. Blue bold lines show calculated
waveforms with Ai = 10 mV in peak to peak, by using Eq.6.2 and Eq.6.3. Input and
output waveforms are shown in different scales. Output waveforms with θ1 = 0, θ2 = 0,
and θ3 = 0, and with θ1 = π, θ2 = π, and θ3 = π are normalized by factor 1/3.

of the phase modulation. Thus auxiliary input was used to receive the timebase provided
by PSG-2. Since PSG-2 was independent of the measurement system, constant timebase
was generated. Due to the limited bandwidth of the auxiliary input, the trigger signal
was given at 2.0 GHz. To diminish timing gritter, PSG-1 and PSG-2 were synchronized
by the 10 MHz reference signal. By using this technique, absolute phase values can be
determined based on the constant timebase.

6.3.2 Effect of Wavenumber Deviation

In Fig.6.11, experimental results of the 3 wave interferometry are displayed. In this
experiment, the interferometer fabricated by the micro-sandblast etching was employed.
Blue bold lines show calculated waveforms against various input phases θ1, θ2, and θ3.
Since θ3 belongs to the control input, output waveforms are separately shown in the case
of θ3 = 0 and π. When θ3 = 0, calculated waveform was reversed only in Fig.6.11d. On
the other hand, those of θ3 = π were reversed except for Fig.6.11a. The former condition
yields of the AND operation, and the later condition yields of the OR operation. This
behavior is shown in Table6.1 and underlies the function of majority gate. Nevertheless, in
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GHz, W = 350 µm, LI = LO = 3 mm, and d = 10 µm. Phases of fundamental mode
(m = 1) are calculated. Red lines represent a reference of ∆θ0 = 51◦.

the experiment, measured waveforms exhibited horizontal shift resulted in the deviation
output phase θ0. The maximum deviation of ∆θ0 = 51◦ was confirmed in Fig.6.11b.

Since an input phase θi was carried to the junction area and the resulting phase
θ0 was further carried to the port 4 by propagating wave with wavenumber k, Eq.6.2
can be strictly expressed by replacing θi → θi − kLI, and by replacing θ0 = θ0 − kLO,
respectively. Actual measured phase θ0 was thus given by

θ0 = tan−1


N∑
i=1

Ai sin(θi − kLI)

/ N∑
i=1

Ai cos(θi − kLI)

− kLO. (6.12)

Even though kLI and kLO were tuned to an integer multiples of 2π, k was sensitive to
environmental change such as temperature drift and magnetic field deviation. The extra
phase shift ∆θ0 of Eq.6.12 by deviation of k was derived by conducting differential of k.
The result became

∆θ0 = −(LI + LO)∆k. (6.13)

According to Eq.6.11, a value of k is a function of the waveguide thickness d. Eq.6.13 is
further approximated for obtaining the aspect of deviation.

∆θ0 ∼ −LI + LO

d
kd(Hδ, 4πMδ), (6.14)

where kd is wavenumber normalized by d, which is a function of magnetic field devia-
tion Hδ and that of magnetization 4πMδ. This result indicates the instability of θ0 is
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Figure 6.13 Improvement of measurement system. (a) Schematization of original setup.
Temperature is controlled by the Peltier module. (b) Schematization of setup enclosed by
5 mm-thick acrylic resin plate. IO panel provides interface with DUT and provides frame
ground for microwave components. (c) Temperature drift of Hδ in the original setup with
H0 = 2700 Oe, and (d) that in the setup with acrylic resin cabinet with H0 = 3000 Oe.

enhanced by geometrical factors, and thicker and shorter waveguide is preferable in the
viewpoint of robustness. However, thicker waveguides usually extend wavelength, and
shorter waveguides suppress characteristics of wave, e.g. application of AMLs. Prefer-
ably, dispersion curve of kd is rather modulated in order to have less sensitivities for Hδ

and 4πMδ. For example, application of SWDC with parallel H0 configuration might be
one of the solutions (§4.2).

In Fig.6.12, calculated dependences of ∆θ0 on Hδ and 4πMδ are shown. Red
reference line of ∆θ0 = 51◦ was the maximum value observed in the experiment shown
in Fig.6.11. A value of ∆θ0 exhibited large sensitivity on Hδ as shown in Fig.6.12a, in
which Hδ of only 0.45 Oe caused phase deviation of 51◦. Generally, such small deviation
can be easily caused. In contrast, ∆θ0 was relatively robust for 4πMδ. Taking a value
of −2270 ppm/◦C into account, temperature drift of about 3.4◦C would be required to
give rise in ∆θ0 = 51◦. As shown in Fig.6.13a, temperature of the DUT was precisely
controlled by the Peltier module with a standard deviation less than 0.1◦C. Accompa-
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Figure 6.14 Experimental results of 3 wave interferometry with acrylic resin cabinet and
chiller. (a) θ1 = 0, θ2 = 0, (b) θ1 = 0, θ2 = π, (c) θ1 = π, θ2 = 0, and (d) θ1 = π, θ2 = π
with H0 = 3095 Oe. All waveforms are shown in the same manner as Fig.6.11.

nied magnetization drift was negligible. Thus the dominant reason of phase deviation
was supposed to be Hδ.

A value of Hδ of the electromagnet was monitored for 8 hours with constant cur-
rent. The result is shown in Fig.6.13c. Fluctuation of magnetic field exceeded 1.6 Oe in
standard deviation, and oscillation with certain periodicity was confirmed. Since the iron
core of electromagnet was slightly sensitive to temperature, change of its permeability
brought small H0 deviation. Accordingly, temperature of the iron core was also stabilized
as follows:

• Heat convection
Heat convection due to air conditioning system influenced the housing of the elec-
tromagnet with longer period. Air convection was suppressed by enclosing the
entire setup with acrylic resin cabinet. Schematic image of constructed cabinet is
displayed in Fig.6.13b.

• Cooling water
Temperature of cooling water drastically influenced the iron core with shorter pe-
riod. Inverter controlled chiller (Orion, RKE750A1-V) was introduced to supply
cooling water with the constant temperature. Cooling temperature was set to 15◦C
to keep the chiller in loaded condition for precision of 0.1◦C.

After these improvements, standard deviation of Hδ was significantly reduced to 0.2
Oe, which was close to the resolution of the Gauss meter in this measurement range.
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Figure 6.15 Output phase θ0 for various combinations of θ1 and θ2. The results of AND
operation obtained by (a) calculation, (b) experiment in Fig.6.13a, and (c) experiment
in Fig.6.13b. The results of OR operation obtained by (d) calculation, (e) experiment in
Fig.6.13a, and (f) experiment in Fig.6.13b. Color represent output phase shift θ0.
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This is graphed in Fig.6.13d. Almost constant H0 was obtained. By using acrylic resin
cabinet and chiller, 3 wave interferometry was again carried out. The experiment was
started after 3 hours of stabilization process with H0 = 3000 Oe for warming up of the
electromagnet. Results are shown in Fig.6.14. No remarkable ∆θ0 was confirmed, and
reliability of operation was significantly improved. In this setup, majority function was
experimentally demonstrated with the Ψ-shaped FV-SW interferometer.

Finally, output phase θ0 was investigated for intermediate input values in quire
detail. Phases of θ1 and θ2 were independently swept from 0◦ to 360◦ with 10◦ increments,
while θ3 was fixed to provide either AND or OR operation. Results are displayed in
Fig.6.15. Without acrylic resin cabinet and chiller, remarkable distortion of θ0 from the
calculated results was confirmed both in the case of AND and OR operation (Fig.6.15b
and e), due to temperature deviation of the iron core of electromagnet. However, such
distortion was clearly suppressed in the improved setup (Fig.6.15c and f). Thus reliability
of the 3 wave interferometry was proved for every intermediate values of θ1 and θ2. This
results indicated the capability of analog computing, in which intermediate phase values
can be used for data input and output.

6.3.3 XNOR Operation by 2 Wave Interferometry

In the previous part, spin wave majority function was successfully demonstrated by
the Ψ-shaped FV-SW interferometer. In addition, XNOR operation given by 2 wave
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Table 6.5 Truth table of phase-amplitude converter.

#L θ0 θr A0

1 0 π OFF
2 π π ON

interferometry (§5.4) can be also available in the Ψ-shaped interferometer by terminating
one port. In principle, amplitude signal A0 is robust for wavenumber drift ∆k. By
replacing θi → θi − kLI in Eq.6.3, the output amplitude A′

0 becomes

A′
0 =

N∑
i=1

A2
i +

∑
i̸=j

AiAj cos
(
(θi − kLI)− (θj − kLI)

) = A0. (6.15)

From this consideration, we immediately understand A0 is independent of k. By taking
XNOR function with the reference phase θr = π, one can convert output phase θ0 to
amplitude A0 as shown in Table6.5. Such phase-amplitude converter might be useful to
output the resulting logic value to external circuit. It is noteworthy the result of conver-
sion is robust for disturbances, since the contribution of kLI is canceled between θ0 and
θr.

Result of the 2 wave interferometry is shown in Fig.6.16a. Resulting A0 exhibited
the maximum value at in-phase condition, while that exhibited the minimum value at
anti-phase condition. This behavior was comparable to that of the 2 wave interferometry
in the linear waveguide, and satisfied functionality of Table6.5. To use this output as a
phase-amplitude converter, in the realistic case, it is required to balance the amplitudes
of two input waves, and to match the total input waveguide length LI . Specific design is
outside the scope of this chapter.

Next, H0 stability was also tested. Stability was measured for the states #L1 (ON)
and #L2 (OFF). Corresponding result is displayed in Fig.6.16b. According to Eq.6.15,
A0 should be stable against to change of k. Nevertheless, experimental result exhibited
remarkable deviation. This reason was clearly appeared in the spectra of S41 and S42
shown in Fig.6.9. Even though optimized TMOLs were applied to the waveguide ends to
terminate backscattering, non-negligible ripples were confirmed. In addition, behavior of
the OFF state was completely different compared to that of the linear waveguide shown
in Fig.5.2b. In the case of the linear waveguide without TMOLs, such deviation was
confirmed only on the ON state. On the other hand, in the Ψ-shaped interferometer,
irregular A0 was confirmed at H0 = 3088 Oe. It should be noted that error bar was
small, indicating the result was not appeared accidentally.

Considering this result, behavior of SWs in the junction area of Ψ-shaped inter-
ferometer might be different from that in the linear waveguide. To understand the flow
of SWs in the device plane, this behavior was further analyzed by using electromagnetic
simulation.
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Figure 6.17 Model of the junction area. (a) SW diffraction based on Snell’s law. Given
ki and kd denote incident and diffracted wavenumber. (b) Calculated effective magnetic
field distribution under H0 = 3095 Oe and 4πMS = 1749 G. (c) Contour plot of H0−Hd

used in HFSS simulation. Numbers represent value of H0−Hd for each domain boundary.

6.4 Flow of SWs in the Junction Area

6.4.1 Spin Wave Diffraction

As shown in Fig.6.9, transmission spectra of S41 and S42 exhibited remarkably lower
efficiency than that of S43, and thus the resulted spectra became sensitive to slight
ripples due to change of wavelength. Since S41 and S42 represent the flow of oblique
incident to the junction area, the effect of oblique incidence is worth to be discussed. In
Fig.6.17a, model of wave flow in the junction area is illustrated. Since SWs are kind of
wave, its propagation through a boundary can be expressed by Snell’s law178

θd = sin−1 ki
kd

sin θi, (6.16)

where ki is incident wavenumber, and kd is diffracted wavenumber. It is clear that a
lower θd increases the spin wave flow toward port 2, and a higher θd increases the spin
wave flow toward the output port 4. Since the flow toward port 2 represents backflow
of information to another input port, this flow should be prohibited especially from the
viewpoint of the concatenation of denser. Since θd is monotonically increases with θi,
choice of lower incident angle is quite reasonable. However, the limitation of incident
angle yields of the restriction on topology of network, and other options not restricted
to the geometrical parameters are rather preferable. On the other hand, the factor ki/kd
is also able to control thetad. In the junction area of Ψ-shaped interferometer, difference
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Figure 6.18 Effect of demagnetizing field on the wave flow in the junction area. (a)
Homogeneous H0 = 1388 Oe. (b) Inhomogeneous H0 −Hd with the distribution shown
in Fig.6.17c. Only port 1 is excited at 4 GHz with 1 mW. Color represents intensity of
precession.

of ki and kd was given by following factors:

1. Lateral confinement of propagating waves in the ridge waveguide,

2. Inhomogeneity of the shape magnetic anisotropy.

As shown in Fig.6.3c, enhancement of kd in the junction area can be explained by
the contribution of lateral confinement of waves within the ridge waveguide. Since an
incident wave came from waveguides with W = 350 µm, the value of ki = 3.7 × 103

m−1 was given at internal magnetic field H0 −Hd = 1388 Oe. In the junction area, the
waveguide was extended in x-axis, and the broadening of apparent width suppressed the
lateral confinement of waves. Thus the propagation mode became almost the same as
that of m = 0. Accordingly, wavenumber was extended to kd = 9.7 × 103 m−1 within
the junction area. The extension of diffracted wavenumber limited the diffraction angle
θd to 15.7◦. The calculated spin wave propagation is shown in Fig.6.18a. It is clearly
visible that the intensity of propagating wave was larger toward port 2, rather than that
toward port 4. However, spin wave propagation toward port 4 was still significant.

As discussed in §3.2, a change of waveguide geometry further induced an inhomo-
geneity of the shape magnetic anisotropy, yielding in the inhomogeneous demagnetization
field Hd. Internal magnetic field H0−Hd inside the waveguide was analyzed by the finite
element method (COMSOL Multiphysics). The result is displayed in Fig.6.17b. From
the result, remarkable inhomogeneity of H0 −Hd was confirmed especially in the junc-
tion area. In this area, intensity of magnetic field was reduced over 20 Oe due to the
shape magnetic anisotropy. Such inhomogeneity was not appeared in the linear waveg-
uide. This is one of important differences between type-I topology and type-II topology
(Fig.1.4), which is originated in the magnetic waveguide. In general, smaller magnetic
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field increases k at specific frequency, and thus the decrease in ki/kd yielded of more
smaller θd angle. On the other hand, in the case of vertical incidence θi = 0, resulted θd
becomes always zero. Thus wave flow from the port 3 to port 4 was not affected, but
those from the port 1 and port 2 were strongly affected. Inhomogeneous distribution of
H0 − Hd was taken account of electromagnetic simulation. Since a stand-alone license
of ANSYS HFSS ver 16.1 cannot include H0 − Hd distribution directly, Fig.6.17b was
divided into sub-domains according with the contour plot shown in Fig.6.17c. Resulted
wave flows are shown in Fig.6.18b. When inhomogeneous demagnetizing effect was con-
sidered, the wave flow toward the port 4 was almost suppressed. By using the minimum
value of H0−Hd = 1364 Oe at the junction area, the diffracted wavenumber was further
extended to kd = 1.59 × 104 m−1. This values led θd = 9.6◦. Such small θd was no
longer capable of the wave flow toward the port 4. In addition, such demagnetizing effect
could explain the irregular OFF state in Fig.6.16b, since a distribution of Hd was H0

dependent.
Transmission spectra of the Ψ-shaped interferometer were calculated using the

electromagnetic simulation to include this inhomogeneous shape magnetic anisotropy.
Results are shown in Fig.6.19, together with the transmission spectra of the Ψ-shaped
interferometer fabricated by the micro-sandblast etching. Calculated results agreed well
with the experimental results. In the calculation, the internal magnetic field distribution
shown in Fig.6.18c was applied. In addition, the extrinsic damping ∆H0 = 1.9 Oe was
introduced to fit transmission intensities. Without considering this, transmission inten-
sities overcame −40 dB in the calculation, and ripples were almost suppressed thanks
to TMOLs. Such results were already shown for S41, S42, and S43 in Fig.6.6. Thus the
extra propagation loss due to the ∆H0 drastically reduced the signal level to below −40
dB. Such parameter was not used in the calculation of the linear waveguide, but the
result showed good agreement with the experimental result as shown in §5.4. The linear
waveguide was fabricated by mechanical dicing (DAD321, Disco), thus tapering angle of
the waveguide fringe was ∼ 90◦. On the other hand, that of the waveguide fabricated by
micro-sandblast etching was 52.1◦. The electromagnetic simulation with such tapering
effect yielded in the slight change of transmission spectra, but strong attenuation cannot
be explained. Damage on sidewalls of the ridge waveguide during the etching process
might explain the results, but quantitative evaluation of damage, e.g. roughness, on
sidewalls was difficult. Accordingly, ∆H0 is just an empirical parameter at present, and
further investigation of the mechanism will give hint to improve performance of majority
gate.

6.4.2 Core-Clad Waveguide

Reduction of θd due to the lateral confinement of waves and the inhomogeneity of shape
magnetic anisotropy is not avoidable as long as the ridge waveguide is used, and thus
conventional ridge waveguides are no longer proper for the junction of spin wave device
networks. To avoid a deviation of shape magnetic anisotropy, waveguides should be
formed within a solid film without changing magnetization. In the optical fiber, optical
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Figure 6.19 Transmission spectra of the Ψ-shaped FV-SW interferometers. Black and
red curves represent transmission spectra of the waveguide fabricated by micro-sandblast
etching with H0 = 3095 Oe and calculated by electromagnetic simulation with demagne-
tizing effect and extrinsic damping ∆H0 = 1.9 Oe. Spectra of S11, S22, S33, and S44 are
enlarged by a factor of 10.

waves are transmitted in the core region, where the refractive index is greater than
surroundings called clad. Since a higher refractive index yields of a higher wavenumber,
the relation of core-clad structure is just like a BS-MS slabs where the wavenumber of
BS slabs is about double of MS slabs. It is noteworthy that metalization of surface does
not change the magnetization property of the waveguide. Thus such core-clad structures
can form the junction area without lowering of θd due to the change of shape magnetic
anisotropy. In addition, magnetization pinning is not occurred at the interface of BS slab
to MS slab, and thus the effect of lateral confinement could be suppressed.

The proposed model of core-clad structure is shown in Fig.6.20a. In this structure,
a YIG disk partially covered by 100 nm-thick gold was placed at the center of the Ψ-
shaped interferometer. As shown in Fig.5.15a, the wavelength of MS slab approaches to
that of BS slab when gold thickness is below 10 nm, the gold thickness of clad layer should
be over 100 nm to have enough change in the wavenumber. Since the demagnetizing field
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Figure 6.20 Core-Clad waveguide composed of BS-MS slabs. (a) Schematic illustration
of proposed model. In the center of the Ψ-shaped interferometer, a YIG disk partially
covered by 100 nm-thick gold is placed instead of the ridge waveguide. Radius of the disk
is 2 mm. (b) Calculated transmission properties of the oblique incident paths. Blue and
black curves represent transmission properties of the core-clad waveguide and the ridge
waveguide, respectively.

is attenuated along the fringe of magnetic waveguide, the internal field H0 −Hd in the
junction area becomes homogeneous in this structure. Calculated transmission spectra
for the oblique incident paths of interest are shown in Fig.6.20b. Black curves represent
that of the ridge waveguide calculated in Fig.6.19. In the ridge waveguide, transmission
efficiency was higher in S21 and S12 than those in S41 and S42 due to the lowering of
θd. Therefore large amount of the input signal was returned to another input port. On
the other hand, transmission intensities of S21 and S12 were drastically reduced in the
core-clad waveguide, and transmission intensities of S41 and S42 overcame those of S21
and S12.

Nevertheless, increase of intensities of S41 and S42 were rather low for the drastic
decrease in intensities of S21 and S12. Thus reflectivity of FV-SWs at the interface of
BS slab to MS slab was analyzed in detail. The model of analysis is shown in Fig.6.21a.
Incident wave, reflected wave, and transmitted wave at the interface are represented
by scalar potentials Ψ. At the interface x = x0, continuity of tangential component of
magnetic field hz and normal component of magnetic flux bx were considered as boundary
conditions. Since Ψ ∝ ei(ωt−k·r), the magnetic field h is given by

h = −∇Ψ = ik · rΨ =

 h cos θ

0

h sin θ

. (6.17)
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Figure 6.21 Reflectivity of spin waves at the boundary of BS slab to MS slab. (a)
Schematic illustration of boundary. Labels Ψi, Ψr, and Ψt show the scalar potential
of incident wave, reflected wave, and transmitted wave, respectively. (b) Reflectivity
spectra against incident angle θi. Red and blue curves represent reflected amplitude and
phase of Ψr, respectively.

Since the slab is magnetized along y-axis, the magnetic flux b is given by

b = µ̄Gh =


µ 0 −iκ
0 1 0

iκ 0 µ




hx

0

hz

 =


µhx − iκhz

0

iκhx + µhz

. (6.18)

Carefully considering the direction of the wave vectors shown in Fig.6.21a, following set
of equations were obtained from Eq.6.17 and Eq.6.18.

hi sin θi + hr sin θr = ht sin θt, (6.19)

(µ cos θi + iκ sin θi)hi − (µ cos θr − iκ sin θr)hr = (µ cos θt + iκ sin θt)ht, (6.20)

where hi, hr, and ht are the amplitudes of accompanied magnetic field by incident wave,
reflected wave, and transmitted wave, respectively. Therefore reflectivity r at the inter-
face of BS slab to MS slab is derived by

r =
hr
hi

= − sin θi (µ cos θt + iκ sin θt)− sin θt (µ cos θi + iκ sin θi)

sin θr (µ cos θt + iκ sin θt) + sin θt (µ cos θr − iκ sin θr)
. (6.21)

It is noteworthy that θr = θi according to the Huygens’ principle, and θt can be rep-
resented by θd in Eq.6.16. Thus reflectivity r is uniquely determined from the incident
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Figure 6.22 Wave flow in the vicinity of the junction area of core-clad waveguide. Wave is
injected from the port 1. BS and MS denote BS slab and MS slab with gold thickness of
100 nm. White dot line shows boundary of BS-MS slab, and black broken lines determined
by the critical angle θic represent incident area resulted in the radiation. Color represents
intensity of magnetization precession.

angle θi. Calculated result of r is shown in Fig.6.21b. In this calculation, reflection the
amplitude was given by |r|2, and phase was given by tan−1 Imag(r)/Real(r). As a result,
total reflection range was appeared over θi > θic = 30◦, where θic is the critical angle.
This is reasonable because θd = 90◦ was given from Eq.6.16 at θi = 30◦ when ki/kd = 2,
which means no transmitted wave is appeared beyond the boundary. Thus the core-clad
waveguide can steer the FV-SWs in θi > 30◦.

Simulated wave flow in the vicinity of the junction area is shown in Fig.6.22.
Comparing to the wave flow in ridge waveguide shown in Fig.6.18b, the strong diffrac-
tion toward port 2 seemed to be suppressed. As expected, lowering of θd due to the
lateral confinement and inhomogeneous shape magnetic anisotropy was eliminated. Nev-
ertheless, non-negligible radiation from the core-clad waveguide can be confirmed in the
junction area. As shown in Fig.6.22, incident angle θi of the wave was lower than the
critical angle θic. Radiated wave outside the BS slab was immediately attenuated due to
the significant attenuation length of MS slab with gold thickness of 100 nm. This caused
a large insertion loss in S41 and S42.

To form ideal junction area against any injection angle for flexibility of network
topology, the total reflection range should be obtained regardless of θi. Such condition
is achieved only when kd = 0 in Eq.6.16, which means magnetization should be pinned
at the boundary, i.e. the ridge waveguide. Thus to eliminate the radiation in the junc-
tion area, core-clad waveguides should be carefully designed to satisfy θi < θic = 30◦,
accompanying the limitation of network topology. Therefore core-clad waveguides may
be better than the ridge waveguides, but still not be the best candidate for the SWD
network. On the other hand, use of AMLs instead of the clad structure could help to sup-
press the radiation, thanks to the formalism of complete band gap in the device plane.179

Since spin wave propagation is prohibited regardless of θi within the complete band gap,
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Figure 6.23 Group delay of Ψ-shaped interferometer. Red points represent the experimen-
tal result. Points show the average of S41, S42 and S43 of the interferometer fabricated
by micro-sandblast etching under H0 = 3095 Oe. Black and green lines are the results
of dispersion analysis with typical parameters H0 −Hd = 1388 Oe and 4πMS = 1749 G.
The label k0 denotes the wavenumber of the BS slab with infinite width, and k1 and k′1
denote that of the ridge waveguide with different effective widths.

a sequence of defect can steer the wave flow without the leakage, i.e. line-defect waveg-
uides.180,181 Unfortunately, presented works were based on arrays of holes, and thus the
effect of the shape magnetic anisotropy may be unavoidable. Replacement of the hole
array by surface metalization could suppress the change of shape magnetic anisotropy in
the junction area. Moreover, diffraction angle θd in the junction area could be enhanced
by AMLs. In the optical counterpart, a large θd of 70◦ was experimentally demonstrated
using AMLs embedded in the junction area.182 Such phenomenon is known as the super-
prism effect. In the future, such concomitant use of AMLs would increase propagation
efficiencies of the SWD networks.

6.4.3 Transmission Speed

Transmission speed of waves is of equal importance to the efficiency of transmission for
information processing. In the end of this chapter, the transmission speed is discussed
to evaluate the potential of spin wave majority function. The carrier wave should be
modulated to transmit meaningful information, and thus group velocity vg is important
rather than phase velocity vp. Accordingly, the time required for the single majority
operation by the Ψ-shaped interferometer can be estimated as a group delay τg of the
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signal paths S41, S42, and S43.

τg =
LI + LO

vg
= (LI + LO)

(
dω

dk

)−1

, (6.22)

where LI +LO is the total waveguide length, k is the wavenumber, and ω is the angular
frequency. According with Eq.3.35, Eq.6.22 can be also given by

τg ∼ d

dω
k (LI + LO) = − dθ

dω
, (6.23)

where θ is the phase shift within the waveguide. Since the waveguide length was LI+LO =
6 mm for S41, S42, and S43, the values of τg were basically the same for these paths.
Measured group delay τg of the Ψ-shaped interferometer is shown in Fig.6.23. A values
of τg were evaluated by using Eq.6.23 from the measured phase spectra θ(ω). For S41, S42,
and S43, obtained values of τg at 4 GHz were 0.110 µs, 0.113 µs, 0.109 µs, respectively.
Thus the averaged τg = 0.111 µs was plotted in Fig.6.23. Beyond about 4.05 GHz, strong
deviation on τg was confirmed because of the contribution of higher lateral modes. Based
on this result, the available clock speed of majority operation with the carrier frequency
at 4 GHz was estimated as fc = 1/τg = 9.01 MHz. In the commercial parametron units,
the maximum clock speed was only fc = 140 kHz due to the limitation of frequency
at which a ferrite core was excited.167 Thus comparing to the parametron technology,
available fc of the majority logic was drastically boosted. Nevertheless, comparing to
the today’s CMOS elements, the speed of logic operation was quite slow. This is due
to the slow group velocity vg of SWs, which has been rather used as delay lines in the
conventional microwave circuit.11 By using Eq.6.22, vg = 5.41× 104 m/s was estimated
from the experimental data. On the other hand, that of the electromagnetic wave in
silicon (εr = 12) can be roughly estimated as vg = c0/

√
εr = 8.66 × 107 m/s without

dispersion, and thus the vg of SWs was three orders of magnitude slower than that of
electromagnetic waves.

Similar dependence was also obtained by the numerical calculation using Eq.6.22,
which indicates τg can be evaluated from the slope of dispersion curves. The result of
calculated τg based on Eq.3.29 was overlaid in Fig.6.23 as the black dot line with the
label k0, in which typical BS slab without the lateral confinement was assumed with
H0 − Hd = 1388 Oe, 4πMS = 1749 G, and waveguide thickness d = 10 µm. This
result agreed with the experimental result at frequencies over 4.1 GHz, but remarkable
discrepancy was confirmed around 4.0 GHz. This was due to the contribution of lateral
confinement, where the lower band edge was distorted so that flat band was formed as
shown in Fig.6.3c, yielding in the reduction of vg and increase of τg. Thus, dispersion
curve was recalculated with Eq.6.11 to include the contribution of lateral confinement
with the waveguide width W = 350 µm, which was used in the experiment. The result
was overlaid as the green dot line with the label k1. In this calculation, increase of τg at
lower band edge was confirmed, but the calculated delay spectrum of k1 still showed the
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Figure 6.24 Thickness dependence of transmission speed. (a) Dispersion curve. (b) Group
velocity. (c) Group delay in the waveguide with the length of 10 λ, where λ = 2π/k is the
wavelength. In all calculations, H0 −Hd = 1388 Oe and 4πMS = 1749 G are assumed.

mismatch from the experimental result. The effective waveguide width W ′ = W +∆W
was introduced to fit the spectrum, where ∆W may denote the increase of effective
waveguide width by the Goos-Hänchen effect.183 As a result, the value of ∆W = 250 µm
exhibited perfect fit to the experimental result, which was overlaid as green bold line of
k′1.

Finally, the effect of miniaturization is discussed. Because τg is proportional to
the waveguide length LI + LO, reduction of τg can be expected by the miniaturization
of circuit. However, such miniaturization including the thickness of the waveguide d
gives rise in the strong exchange interaction rather than the dipolar interaction. Thus
dispersion curves were calculated by Eq.2.39, Eq.2.41, and Eq.2.43 with the typical λex =
3× 10−16 m2 of YIG. The results are graphed in Fig.6.24a. In this calculation, the effect
of lateral confinement and Goos-Hänchen effect were ignored for simplification. In the
range of wavenumber over 107 m−1, quadratic behavior caused by the propagation of
exchange spin waves was confirmed, and the dipole-exchange spin waves appeared within
the thicknesses d below 100 nm. By using these curves, group velocity vg = dω/dk
was calculated. The results are shown in Fig.6.24b. In the dipolar interaction region,
vg was proportional to the film thickness d, and thus the miniaturization seems to be
inefficient because vg is reduced. On the other hand, such thickness dependence was
suppressed within the exchange interaction region. Then, τg was estimated according
with Eq.6.22. In this calculation, the waveguide length LI + LO was supposed to be
10 times longer than the wavelength λ so that the wave behavior is clearly appeared,
e.g. control of waves by AMLs requires sufficient waveguide length to include periodic
structures in a wavelength scale. The results are shown in Fig.6.24c. As a result, local
minima of τg ∼ 10−8 s was appeared in the dipolar interaction region, regardless of
thickness d. When the thickness d was below 100 nm, τg was monotonically decreased
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with the increase of wavenumber. In the case of CMOS-based implementation, τg of such
majority gates is around from 10−11 to 10−10 s.184,185 Comparing to this, transmission
speed was three orders of magnitude slower in the spin wave majority function based on
YIG. However, in the exchange interaction region, τg can be reduced by several orders of
magnitude. Thus, use of exchange spin waves is one of the directions to realize smaller
τg comparable to the CMOS-based majority gate. According to the calculation, values
of τg in the order of 10−10 s was obtained below k ∼ 6× 107 m−1 (λ ∼ 100 nm).

It is noteworthy that capable wavenumber k depends on the structure of excitation
antenna. According with Fig.2.5c, the primary excitation of 50 µm-wide MSL antenna
is ranging in k ∼ 104 m−1, and the waveguide thickness d = 100 µm shows the smallest
τg around this wavenumber. In the case of submicrometer-wide coplanar waveguides,
k ∼ 106 m−1 was usually reported,60 and the thickness d ranging from 100 nm to 1 µm
seems to exhibit good performance. However, to reduce τg in the order of 10−10 s, finer
antennas reaching to k ∼ 108 m−1 are required. Development of such antennas is still
challenging opportunity, but may be realized by grating couplers incorporating AMLs
into antennas.23,186

6.5 Summary

In this chapter, spin wave majority function was demonstrated by using the Ψ-shaped FV-
SW interferometer. Among various possibilities of majority gate, the most fundamental
functionality of AND/OR operation was experimentally proved. Since these operation
is interchangeable by the phase reversal of the control signal, thus the interferometer
provided the reconfigurable functionality.

In §6.1, principle of majority logic was presented together with several applications.
Majority circuit is capable of being put to full adder circuit, coding network, and neural
network. In the past, majority gate-based computer was developed, which was called
parametron, but such computers were completely replaced by transistors because of the
low frequency and huge power consumption of parametric excitation of ferrite cores. In
this work, replacement of the signal carrier by spin waves was aimed at, with expecting
the high frequency operation and lower power consumption.

In §6.2, concrete design of the Ψ-shaped FV-SW interferometer was investigated
based on the electromagnetic simulation. Waveguide width W , terminator length LT,
and thickness of TMOL tAu were precisely chosen to obtain good interferometer. Since
wider W was capable of multi mode excitation, this value was limited to 350 µm so that
the waveguide became single mode at the excitation frequency of 4 GHz. Precise design
of LT = 1.5 mm and tAu = 10 nm yielded the total regeneration from the terminator
of less than 5%. Designed ridge waveguide structure was fabricated by two different
approaches: phosphoric acid etching and micro-sandblast etching. Significant difference
between these fabrication processes on transmission spectra was not confirmed.

In §6.3, the 3 wave interferometry was experimentally investigated by using fab-
ricated Ψ-shaped FV-SW interferometer. In the first trial, non-negligible deviation of
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the output phase θ0 was confirmed. Since each input information was carried by the
propagating FV-SWs, deviation of its wavenumber k degraded stability of θ0. Under the
original experimental setup, wavenumber k exhibited strong sensitivity on the magnetic
field. Thus, the whole setup was covered by the acrylic resin cabinet and the cooling
water supply was replaced by a precise inverter chiller. This improvement yielded the
stability of applied magnetic field with the standard deviation of only 0.2 Oe, and stable
k resulted in the stable θ0. In the improved setup, the spin wave majority function was
successfully demonstrated. In addition, the 2 wave interferometry was also investigated
by using the same device to show a prototype of phase-amplitude converter, but insta-
bility to the magnetic field deviation was rather high.

In §6.4, wave flow in the junction area was analyzed in detail by using the electro-
magnetic simulation. As a result, extrinsic damping ∆H0 = 1.9 Oe was confirmed in the
fabricated interferometer. In addition, SW diffraction in the junction area was modeled
by the Snell’s law. Lowering of the diffraction angle θd was caused by the lateral confine-
ment of waves within the ridge waveguide and strong demagnetizing effect in the junction
area. The decreased θd increased the backpropagating flow of SWs toward another input
port rather than output port. Such effects of the lateral confinement and demagnetizing
field were fundamental drawbacks of the conventional ridge waveguides. Thus I proposed
core-clad type waveguide, where the MS slab covered by 100 nm-thick gold functions as
a cladding layer, and the BS slab functions as a core layer. The result of electromagnetic
simulation exhibited remarkable decrease of backpropagation. Furthermore, transmis-
sion speed of SWs within the demonstrated majority gate was investigated. Evaluated
delay of the device was about 100 ns, which was quite slower than that of CMOS-based
implementation. According with the theoretical calculation, use of exchange spin waves
may reduce the delay to the order of 100 ps.

In this study, spin wave majority gate was experimentally demonstrated and the
flow of waves was analyzed. Use of AMLs can realize a line-defect waveguide, which may
overcome the drawbacks of conventional ridge waveguides. In addition, use of exchange
spin waves may reduce the waveguide delay. To expand functionalities, development of
peripheral circuits, amplification, phase shifting, and phase synchronization and related
technologies are further required.
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Chapter 7

Conclusion and Outlook

Conclusion

SWs propagate even in magnetic insulators such as yttrium iron garnet (YIG), because
they transmit spin momentum rather than electron. This potential meets the require-
ment of the reduction of Joule heat, which is crucial in the recent silicon electronics.
In this thesis, several waveguide structures composed of YIG were studied in order to
control flow of SWs, and to provide functionalities. In the following, summary of results
is given.

In chapter 1, overview of this work was given. Because of the capability of broad
excitation in the wavelength from tens of nanometers to millimeters, magnonic band can
be easily modulated by arbitrary waveguide structure. Thus importance of positive uti-
lization of wave nature from the viewpoint of application was emphasized. As examples of
application, magnetic field sensors and full adder circuits were introduced from previous
studies. In the first half of this thesis, flow of SWs in artificial magnetic lattices (AMLs)
was investigated, and a performance of SWs as a magnetic field sensor was tested. In
the later half, flow of SWs, especially FV-SWs, in the ridge waveguide was investigated,
and several interferometers were demonstrated.

In chapter 2, general background of magnetism and spin waves was presented. The
LLG equation and permeability tensor were introduced to as besic equations to describe
magnetization dynamics. Propagation modes of SWs with dipolar interaction were ex-
plained together with the basis of SW excitation. In this work, SWs were excited by using
all electrical spin wave spectroscopy (AESWS) technique with 50 µm-wide microstrip line
(MSL) antenna. Typical magnetic properties of YIG was also explained, and applicabil-
ity for spin wave devices (SWDs) was reviewed. In the viewpoint of miniaturization and
low power consumption, YIG was the best material so far.

In chapter 3, SW propagation in the periodic structure was discussed. Dispersion
curves of SWs with dipolar interaction region was numerically solved for the bare surface
(BS) slab and metalized surface (MS) slab. Then, SW propagation within the device
plane was calculated for in-plane and perpendicular magnetized configurations. Perpen-
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dicular magnetized configuration exhibited isotropic propagation of FV-SWs, while in-
plane magnetized configuration exhibited anisotropic propagation composed of DE-SWs
and BV-SWs. Surface metalization reduced the wavenumber k at certain frequency, thus
alternating connection of BS and MS slabs form periodic structure. Effect of metalization
was also observed in the experiment. In the later half of this chapter, transfer matrix
approach was introduced to design periodic structure with metalization width LM and
gap width LA. Transmission properties of AMLs with different defect layer with extra
gap width LD were calculated. The AML with LD = LA formed a Bragg mirror, and
band gap was confirmed at the Bragg frequency. The AML with LD = 2LA exhibited
localization of SWs in the defect layer, and a localized transmission peak was confirmed
at the Bragg frequency. However, these results exhibited remarkable discrepancy with
the experimental results. The reason was explained by the demagnetizing effect. In-
homogeneous of demagnetizing field within the waveguide yielded in the incoherence of
SWs, since wavelength of SWs was magnetic field dependent. By considering the demag-
netizing effect, broadening of transmission peaks in the vicinity of the Bragg frequency
was reasonably explained. Thus improved transfer matrix approach was introduced to
calculate transmission property of AMLs.

In chapter 4, a performance of DE-SWs in the AML with LD = 2LA was evaluated
to realize magnetic field sensors. A large slop of transmission intensity in the vicinity
of the localized peak was used to form magnetic field sensors together with the sharp
dependence of magnonic band on applied magnetic field. Since the slope of localized peak
can be enhanced by the number of periodic structure N , sensitivity can be controllable
and a tiny magnetic field such as biomagnetic fields is detectable in principle. In the
experiment, structure with N = 10 was employed. Resulted resolution was in order of
10−4 Oe in the best effort, which was comparable to that of Hole sensors. Limitation was
given by the temperature drift and enhancement of spin relaxation by Fabri-Perot reso-
nance at the defect layer. Later issue was fundamental drawback of AMLs as a sensor, in
which reduction of signal intensity resulted in the smaller signal to noise ratio. By con-
sidering a finite waveguide damping, Q-factor was saturated at certain N and the slope
of transmission intensity was no longer possible to be enhanced. Material breakthrough
might be required in the factor of Gilbert damping, but materials overcoming YIG in
this factor was never reported. On the other hand, temperature drift was successfully
compensated by differential spin wave circuit (DSWC). DSWC was composed of two YIG
waveguides magnetized in anti-parallel direction. This anti-parallel magnetization gave
magnetization sensitivity of phases in opposite sign, thus the difference of phases of each
waveguide selectively sense the magnetic field and temperature drift. As a result, tem-
perature sensitivity of phase of DSWC was suppressed from −20 deg./◦C to −9.5× 10−3

deg./◦C, while magnetic field sensitivity was doubled. From this result, performance of
SWDs as a magnetic field sensor was rather low, and outstanding feature compared to
the conventional technologies, e.g. SQUID and flux gate sensors, cannot be confirmed.
However, obtained background of magnetic field ans temperature sensitivity was rather
utilized in the design of interferometers.

In chapter 5, spin wave interferometer using FV-SWs was experimentally demon-
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strated. Since FV-SWs exhibit an isotropic dispersion within the device plane, a potential
of device integration can be expected. In this chapter, the fundamental 2 wave interferom-
etry with a linear waveguide was investigated. Constructive and destructive interference
of input waves in in-phase and anti-phase injection were experimentally confirmed. By
assigning constructive and destructive interference as ON and OFF state, respectively,
XNOR operation was realized with the isolation ratio of 9.95 dB. However, these states
were instable against to the change of bias magnetic fieldH0 due to the contribution of the
backscattering from waveguide ends. Thus terminator for the backscattering was inves-
tigated from two approaches. First approach was the use of roughened surface, in which
such roughness Ra induced extra scattering effects. Waveguide ends were roughened by
the sandpaper with Ra ∼ 100 nm. This roughness yielded in the increase of extrinsic
damping of ∆H0 = 3.4 Oe for 110 µm-thick YIG film. This was slightly increased in 10
µm-thick film with the value of ∆H0 = 3.8 Oe. Nevertheless such ∆H0 values were not
sufficient to suppress the backscattering. Next, termination effect with thin-metal over
layer (TMOL) composed of gold film with thickness tAu was investigated. This structure
exhibited sufficient termination effect. The mechanism of termination was further in-
vestigated by the electromagnetic analysis. When tAu became thinner, two independent
dispersion branches with different wavenumber, namely q-Air and q-PEC modes, were
appeared. In the region of tAu with tens of nanometers, these modes were hybridized
and strong attenuation was confirmed. Finally, a liner waveguide with terminator com-
posed of TMOLs with tAu = 30 nm was fabricated. By using this waveguide, instability
against to H0 was drastically suppressed and isolation ratio was also increased to 13.7
dB. Robustness to H0 deviation was evaluated as a noise margin between ON and OFF
state, which was increased from 0.85 mV to 4.14 mV in the magnetic field deviation over
30 dB. This is the first experimental report of the interferometer using FV-SWs.

In chapter 6, spin wave majority function was experimentally demonstrated by
using the Ψ-shaped FV-SW interferometer. Waveguide geometry was precisely designed
based on the electromagnetic simulation. Designed waveguide was single mode at the
operation frequency of 4 GHz, and the backscattering from the waveguide ends was sup-
pressed to less than 5% by using TMOLs. Switching of AND/OR operation based on
majority function was experimentally confirmed, in which one input signal was assigned
to control, and phase reversal of the control input alternated AND and OR operation.
Therefore the interferometer exhibited a kind of reconfigurable functionality. To demon-
strate the reconfigurable functionality, applied magnetic field was precisely controlled in
order to suppress deviation within 0.2 Oe. Notable difference with the linear waveguide
was seen in the SW propagation including oblique incident paths. Such propagation was
drastically attenuated, and exhibited transmission ripples regardless of TMOLs. There-
fore the wave flow in the junction area was further investigated by the electromagnetic
simulation. Base on the simulation, increase of the extrinsic damping ∆H0 of 1.9 Oe was
confirmed. This ∆H0 was supposed to be induced by the fabrication process of the ridge
waveguide, but specific reason was not declared. Furthermore, demagnetizing effect and
lateral confinement of the ridge waveguide resulted in the lowering of diffraction angle in
the junction area. Such effects diffracted SWs toward another input port rather than the
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output port. This backpropagation was the fundamental drawback of the ridge waveg-
uide, and thus the concept of core-clad waveguide was introduced to suppress lowering
of the diffraction angle. Core-clad waveguide exhibited decrease of the backpropagation,
but leakage from the waveguide was confirmed. Furthermore, transmission delay of the
demonstrated majority gate was measured. Mean value of the group delay was 111 ns,
which yielded in the clock cycle of about 9 MHz. This is the first experimental report and
the analysis of SW flow within the spin wave majority gate based on Ψ-shaped FV-SW
interferometer.

Outlook

Next, an outlook for spin waveguide and its application is given. According to the results,
performance of AML-based magnetic field sensors was not predominant. Since a damping
of the magnetic waveguides is several orders of magnitude larger than that of the optical
waveguides,187 a localization effect with gigantic Q-factor comparable to optical AMLs
cannot be expected. Therefore in realistic cases, magnonic AMLs with the defect layer
seem essentially unfit for applications requiring large Q-factor, e.g. resonator, memory,
sensor and so on. Such AMLs are rather useful for controlling propagating waves, where
the gigantic Q-factor was not always necessary. For example, two dimensional array of
AMLs with a sequence of defect can steer propagating waves, which is called line-defect
waveguide. By using metalization-based AMLs, waveguides can be formed even inside the
solid magnetic films, and thus a troublesome contribution of demagnetizing effect would
be canceled. On the other hand, use of nonlinear effect may upgrade the functionality
of AMLs. For example, A. V. Chumak et al. used an AML to enhance a probability
of four-magnon scattering process, and the scattering process can control transmission
efficiency of propagating waves. Usually such nonlinear effects have previously required
a quite strong excitation power. However, concentration of SWs inside the AML reduced
injection power to cause nonlinear effect. Accordingly, such AMLs functions as a gate
of transistor, where the injection of SWs inside the AML can switch propagation of
another SW passing through the AML.188 Such nonlinear effects have been often observed
in the SW-system, and thus nonlinear phenomena like chaos have been studied for a
long time.26,189,190 Recently, in the field of optics, application of chaos phenomenon is
focused on the secure communication.191 In the same manner, application of SW chaos
to communication system may advance current silicon electronics in the viewpoint of
More than Moore strategy. Use of AMLs may reduce the required injection power to
handle chaotic dynamics.

Such outlook is also given for spin wave majority gates. Demonstrated gate was
rather large due to the use of micrometer-thick YIG film. However, the gate size can
be miniaturized thanks to the scalability based on the waveguide thickness d. Recently,
H. Yu et al. reported the spectroscopy of SWs in the YIG film with d = 20 nm and
the resulting attenuation length of about 600 µm. Because the ratio of d used in this
work and the reported work was 500 to 1, the simple scaling by d indicates the capability
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of the Ψ-shaped interferometer implemented in a 20 µm square. However, the delay
of data transmission may be in the order from 10 ns to 100 ns, because the group
velocity vg is proportionally decreased with d in the dipolar interaction region. Thus
the delay is almost unchanged by the miniaturization, and that value is about 103 times
larger than that of CMOS-based majority gates. Accordingly, the throughputs of the
spin wave majority gate becomes drastically smaller. Further integration of spin wave
majority gates and use of orthogonal frequency-division multiplexing25 may increase the
throughputs, but overcoming the throughputs of CMOS-based majority gate seems to
be still challenging. Therefore, in principle, spin wave majority gates have an advantage
on processing less amount of data with lower power consumption, which may be suitable
for small devices without constant power supply. To overcoming CMOS devices also in
the arithmetic capacity, increase of vg is necessary. In the exchange interaction region,
vg is independent of d, and thus the miniaturization of device may efficiently decrease
the delay. Subnanosecond data transmission may be possible in this limit, where the
throughputs becomes comparable to that of CMOS devices. In this limit, the wavenumber
of SWs exceeds k = 107 m−1 and further miniaturization of excitation antenna is also
indispensable. In the latest report, excitation of SWs with the wavelength of 88 nm
(∼ 7× 107 m−1) was experimentally observed by using grating coupler.23 In this range,
wavenumber of excitation structure is crucial rather than the film thickness. Strictly,
the input phases were controlled by the external microwave phase shifters in this work,
direct estimation of the total processing speed cannot be given. In the general field
of magnonics, the phase control of SWs is one of the important challenges, and some
structures have been studied by several groups. For example, a propagating SW can
be modulated by magnetostriction, and thus multiferroic heterostructures composed of
piezoelectric and ferromagnetic layers, e.g. ME cells, have been studied.192 Because the
structure is voltage controlled and free of the charge current, most of benchmark is given
in this scheme.4,5 Nevertheless, high frequency control of the piezoelectricity is typically
limited in the order of kilohertz.193

From these consideration, a large gap of performances can be seen between the spin
wave majority function and CMOS devices at present. However, number of input data N
can be easily increased by extending waveguides. Implementation of large input majority
gates is one of the difficult tasks of CMOS devices, and thus the spin wave majority gates
may be useful for the another arithmetic system requiring large input majority gate. In
addition, even small vg of SWs becomes an advantage in some computing schemes. For
example, very slow global clock of 1 kHz was used in the TrueNorth, which is the well-
known neuromorphic computer demonstrated by the research group in IBM. Regardless
of such a slow clocking, this computing scheme exhibited sufficient performance in the
image recognition tasks.194 In conclusion, the spin wave majority gate cannot overcome
the performance of CMOS devices at present, but several positive prospects were brought
thanks to the underling unique physics. One of the important results of this work is
the experimental demonstration of AND operation and OR operation195 based on the
majority gate. The result pave the way for future development of SW logic devices based
on majority function.
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[41] S. Klingler, P. Pirro, T. Brächer, B. Leven, B. Hillebrands, and A. V. Chumak,
“Spin-wave logic devices based on isotropic forward volume magnetostatic waves,”
Applied Physics Letters, vol. 106, no. 21, p. 212406, 2015.
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