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Abstract

To measure light and lighting, current practice always uses the spectral luminous
efficiency function, V (λ), which represents the visual perception by light at equal
power for each wavelength. However, the V (λ) was developed only based on the
sensitivity of the central field of view that adapts to higher light levels. It is known
that the peripheral field of view shifts its spectral sensitivity to shorter wavelengths
in darker light levels, called the mesopic range. Current lighting practice is not
optimized for the light levels.

The recommended system for mesopic photometry published by the Commis-
sion Internationale de l’Éclairage (CIE) provides the spectral luminous efficiency
function, Vmes;m(λ), the shape of which changes depending on the adaptation
luminance in the mesopic range. The system could open the door to more energy-
efficient lighting. According to an estimate in this study, 10 % to 40 % energy
saving could be possible. However, lack of methods to determine the adaptation
luminance for particular lit scenes prevents the system being implemented.

This study aims to propose an adaptation field definition, where the average
luminance sufficiently correlates to the adaptation luminance, for the mesopic
photometry system implementation. The first question is whether the peripheral
adaptation depends only on the local luminance or on the global average luminance
in the field of view. A series of vision experiments revealed that the local luminance
is the dominant factor even for the mesopic and peripheral adaptation. However,
the surrounding luminance also slightly affects the adaptation and its impact may
be significant when high-luminance sources exist in lit scenes.

Further vision experiments were conducted to characterize the surrounding lu-
minance effect. According to the experiments, it can be considered as the veiling
luminance caused by stray light in eyes. However, existing veiling luminance mod-
els do not agree with the experimental results. This study proposes a new model
that is suitable to predict the peripheral veiling luminance in the mesopic range.
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This study also proposes a method to simulate the adaptation luminance from
the luminance distribution, by taking both the surrounding luminance effect and
the eye movements into account. The simulation results show good agreement with
the empirical data acquired in this study. By applying the simulation method to
real road luminance distributions, adaptation field candidates were tested. Ac-
cording to the analysis, the adaptation field can be defined as the design area
of the lighting (i.e. road surface) for typical road lighting. Limitations of this
proposal are also discussed.

For rigorous field photometric measurements with the mesopic photometry sys-
tem, special luminance meters that are not widely available at present are needed.
To avoid use of such instruments, this study proposes simplified measurement
methods. Since road surface spectral reflectance variations cause some errors with
the proposed methods, the error was analyzed with real road surface spectral re-
flectance data. The analysis shows that a proposed method with a correction can
measure the mesopic quantities accurately enough only with conventional instru-
ments and source spectral power distribution data.

The proposed adaptation field definition and the field measurement method en-
able the mesopic photometry implementation to typical road lighting. These allow
more energy-efficient lighting design for the applications. For more general adap-
tation field definitions, further field luminance distribution examples are needed.
However, once such data is available, the methodology established in this study
could give comprehensive solutions.
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1 Introduction

1.1 Background

The role of lighting is facilitating human visual tasks and creating comfortable
visual atmosphere. To design, specify, install, and maintain lighting, light needs
to be dealt quantitatively so that the quantities can correspond to human vi-
sual sensations evoked by the light. The method to quantify light in such a way is
photometry [1]. In current practice, a photometry system based on the spectral lu-
minous efficiency function for the CIE (Commission Internationale de l’Éclairage)
standard photometric observer, V (λ) [2], is always used [3]. This function repre-
sents the visual perception by light at equal power for each wavelength, as shown
in Figure 1.1.

The V (λ) function is based on measurements of the spectral sensitivity at the
center of the field of view by using small stimuli subtending angles of 2◦ or 3◦ [4,5].
An area in the retina corresponding to the small center field of view, which is called
fovea, is almost occupied by a type of photoreceptor, named cones [6]. Thus,
the V (λ) function can roughly be considered as a model based on the spectral
sensitivity of the cones.

In the periphery of the retina, the situation is completely different from that in
the fovea. Almost all area except for the fovea, another type of photoreceptor that
is more sensitive in short wavelengths than the cones, named rods, is dominant
and the cones are minority [6]. The rods work principally in lower luminance
levels while the cones work mainly in higher luminance levels. Thus, the peak
spectral sensitivity of the peripheral retina shifts toward shorter wavelengths in
lower light levels. This phenomenon is known as the Purkinje effect since the 19th
century [7].

To deal this complex phenomenon of the human vision in photometry, three
types of vision were identified [1] as:

1



1 Introduction

• photopic vision, where the eyes adapt to higher luminance levels and the
cones contribute visual perceptions mainly;

• scotopic vision, where the eyes adapt to extremely lower luminance levels
and the rods contribute visual perceptions mainly; and

• mesopic vision, where the eyes adapt to intermediate luminance levels be-
tween the photopic vision and the scotopic vision, and where both the cones
and the rods contribute visual perceptions.

As a consequence of the photometry system development in the first half of the
20th century, the V (λ) function is applied to the photopic vision while another
spectral luminous efficiency function, V ′(λ) as shown in Figure 1.1 [2], is applied to
the scotopic vision [1]. The spectral luminous efficiency function for the mesopic
vision had been left open for a long time because the spectral sensitivity changes
depending on the adaptation state in the mesopic range and is difficult to be
modeled simply enough for practical use.

From the view of lighting practice, there are no applications in the scotopic
range since the adaptation luminance of the scotopic vision, which is considered
below about 0.001 cd m−2 [3], is too low. For some applications, such as outdoor
lighting, the recommended luminance levels are in the mesopic range [8]. However,
as stated above, there had been no spectral luminous efficiency function for the
mesopic vision. Because of these reasons, the V (λ) function has been only option
for the spectral luminous efficiency function for all lighting applications although
there is a significant deviation from the spectral sensitivity of the human visual
system in the mesopic range. Current light sources are optimized for photopic
range applications (e.g. such as interior lighting), therefore, outdoor lighting has
still room for energy saving.

However, such situation has been changed. After a long discussion in the CIE,
a system for mesopic photometry has been recommended in CIE 191:2010 [3].
The system is based on peripheral visual task performance and defines a set of
spectral luminous efficiency functions for the mesopic vision in simpler manner
than other existing models. Almost coincidentally, light emitting diodes (LEDs)
became available as a realistic option for artificial lighting sources [9]. Since LEDs’
spectral power distributions (SPDs) can be designed more flexibly than conven-
tional sources for outdoor lighting, e.g. high pressure sodium lamps (HPS) or metal

2



1.2 Objectives

halide lamps (MH), the combination of these two novel technologies is expected
to enable more visually and/or energy-efficient outdoor lighting.

Nevertheless, implementation of the mesopic photometry system to lighting
applications is still impractical because some technical issues still remain. One
of the critical issues is lack of methods to determine the adaptation state for
specific lighting scenes [10]. Since CIE 191 defines the mesopic spectral luminous
efficiency function as a set of functions to be chosen depending on the adaptation
(see Figure 1.1), the adaptation state for a lighting scene need to be determined
to identify which function should be applied to the scene. Unless this missing link
is connected, the mesopic photometry system will never be implemented to real
applications.
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Figure 1.1: Spectral luminous efficiency functions. The black solid line and the black dash line
show the photopic spectral luminous efficiency function V (λ) and the scotopic spectral
luminous efficiency function V ′(λ), respectively. The gray lines show some mesopic
spectral luminous efficiency functions Vmes;m(λ) with various adaptation coefficient, m

1.2 Objectives

The ultimate aim of the study is to enable implementing the mesopic photometry
system to lighting design so that lighting installations are optimized in terms of
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1 Introduction

visual performance and energy efficiency by taking the Purkinje effect into account.
For the purpose, this study addresses the remaining issue: the determination of
the adaptation state for the mesopic photometry system. This approach consists
of five specific objectives.

Firstly, evolution of photometry systems, especially the development of the sys-
tem for mesopic photometry, will be reviewed in Chapter 2. Issues to be addressed
for the mesopic photometry implementation are also identified.

The second objective is to investigate which is dominant for the adaptation
state, the local luminance or the global luminance, to construct a framework
for fundamental understanding of the peripheral adaptation mechanism in the
mesopic range. The local luminance is the luminance at a peripheral visual task
point and the global luminance means the average luminance of the entire field of
view. This part will be described in Chapter 3.

The third objective is to characterize effects of a surrounding point source on
the peripheral adaptation in terms of the luminous intensity and the geometrical
position of the source. There are sometimes high-luminance point sources in real
lit scenes. Since they may affect the adaptation state significantly, characterization
of the effect is necessary for the adaptation state determination. This part will be
explained in Chapter 4.

The fourth objective is to develop a method to simulate the adaptation lumi-
nance based on real luminance distributions and test possible adaptation field
definitions with the simulation method. The simulation method is based on a
comprehensive model that takes into account not only the surrounding luminance
effect investigated in Chapters 3 and 4 but also knowledge of observers’ eye move-
ments by the other recent studies. The detail will be described in Chapter 5.

The fifth objective is to propose a simplified field measurement method for
mesopic quantities. Photometric measurements are sometimes needed to verify
whether the lighting installation conforms to the specifications or not. When the
lighting is designed and specified with mesopic quantities, the measurement should
also be done for the mesopic quantities. However, a straightforward solution for
this mesopic measurement needs special instruments that are not widely available
at present. Therefore, the aim is to propose a method to measure mesopic quan-
tities with conventional photometric instruments. This method will be proposed
and evaluated in Chapter 6.

4



1.2 Objectives

Finally, the whole study will be reviewed and concluded in Chapter 7.
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2 Evolution of Photometry Systems

2.1 The photopic and the scotopic photometry
systems

The photometry system currently used was developed in conjunction with im-
provement of the physical photometry, which uses physical detectors to measure
light. Originally, photometry was done visually: light sources were compared by
human eyes with apparatuses, such as shown in Figure 2.1. With the advent of
photothermal or photoelectric conversion elements (e.g. photocells, photodiodes,
etc.), the basis of photometry was switched from human eyes to physical detectors
of optical radiation. Figure 2.2 is such a physical detector used for photometric
calibration at National Institute of Standards and Technology (NIST). Then pho-
tometry systems, especially the spectral luminous efficiency functions, became
essential to design the detectors to measure light just as a human [11].

Figure 2.1: A photometer for visual photometry (Walsh, 1926 [12])

7



2 Evolution of Photometry Systems

Figure 2.2: A physical detector of optical radiation, NIST working standard detector. (NIST Tech-
nical Note 1621 [13])

The most fundamental element of the photometry system is the definition of the
candela, which is an SI (Système international d’unités) base unit for the luminous
intensity. It was originally ratified in the ninth CGPM (Conference Générale des
Poids et Mesuress) in 1948 [14] as:

The candela is the luminous intensity, in the perpendicular direction, of
a surface of 1/600 000 square meter of a black-body at the temperature
of freezing platinum under a pressure of 101 325 newton per square
meter.

The second element of the photometry system is the luminous efficiency func-
tions. The V (λ) and the V ′(λ) functions were agreed by the CIE in 1924 [5]
and 1951 [15], respectively. As stated in Chapter 1, the V (λ) is defined based
on measurements of foveal spectral luminous efficiency in the photopic range [4].
For the measurements, a technique called “flicker photometry” was used. In this
technique, a test and a reference stimuli alternating in a test field are presented
and an observer controls the test stimulus to minimize the flicker sensation. On
the other hand, the V ′(λ) is based on direct brightness matching for 20◦ bipartite
field of view in the scotopic range [16].

The third element is an empirical law stating that the total luminance (or
other luminous quantities) of a mixture of wavelengths is equal to the sum of the
luminance of its monochromatic components. This is known as the Abney’s law
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2.1 The photopic and the scotopic photometry systems

of additivity [17]. Based on this law, the following equation can be established for
the photometry system:

Lv = Km

∫
Le,λ(λ)V (λ)dλ (2.1)

where Le,λ(λ) is the spectral radiance of a source in W sr−1 m−2 nm−1 and Lv is
the luminance in cd m−2. Km is a coefficient to convert a radiometric unit to
the corresponding photometric unit, named the maximum luminous efficacy. The
similar equations can be established for the other photometric quantities with
different geometric concepts and also for the V ′(λ) function.

From these definitions, the Km was derived as:

Km = Lv(Pt)∫
Le,λ(λ, TPt)V (λ)dλ

(2.2)

where Lv(Pt) is the luminance of the black-body in the candela definition in 1948,
the value of which is 600 000 cd m−2; and Le,λ(λ, TPt) is the spectral radiance of
the black-body, which can be determined with the Planck’s law. Some values,
from 670.8 lm W−1 to 686.7 lm W−1, were found for Km [18]. The deviation was
mainly due to uncertainties of the platinum freezing temperature TPt. Also, the
values for the scotopic maximum luminous efficacy K ′

m, determined in the same
manner but with the V ′(λ) function, were from 1720 lm W−1 to 1765 lm W−1 in
the same literature.

With improvement of the spectroradiometric technologies, the uncertainty of
Km became a problem for measurements of monochromatic radiation. Moreover,
the realization of the candela according to the definition in 1948 was expensive,
inconvenient, and less reproducible [19]. Because of these reasons, a new definition
of the candela was adopted by the CGPM in 1979 [20] as:

The candela is the luminous intensity, in a given direction, of a source
that emits monochromatic radiation of frequency 540 × 1012 hertz and
that has a radiant intensity in that direction of (1/683) watt per stera-
dian.

The frequency of 540 × 1012 Hz, corresponding to a wavelength of 555.016 nm, was
chosen because it is the peak wavelength of the V (λ) function; and, by chance,
it is almost the intersection of two spectral luminous efficacy functions, K(λ) =
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2 Evolution of Photometry Systems

KmV (λ) and K ′(λ) = K ′
mV ′(λ) [18]. The 1/683 W sr−1, which means the Km =

683.002 lm W−1, was adopted to keep consistency on the photopic photometric
quantities with the old definition. It turned out that the values of K ′

m became
1700 lm W−1, which is slightly smaller than that under the old definition. The
luminous efficacy functions under the new definition are shown in Figure 2.3.

There are two key points that should be noted for mesopic photometry. The first
point is that the new candela definition can be applied not only to the V (λ) and
the V ′(λ) but also to mesopic spectral luminous efficiency functions, which had
not been agreed at the time [21]. In other words, all luminous efficacy functions
would share the point of 683 lm W−1 at 555.016 nm. The another point is that
there is no visual background for the proportion of the K ′

m to the Km. As shown
above, it originally comes from the old candela definition based on the black-body
radiation at the platinum freezing temperature. Thus, a scotopic luminance of
1 cd m−2 does not necessarily evoke the same visual sensation with a photopic
luminance of 1 cd m−2. As evidence, although the proportion is just less than 2.5,
the rods is more than 100 times sensitive than the cones [22] (See Figure 2.4).

0

200

400

600

800

1000

1200

1400

1600

1800

350 400 450 500 550 600 650 700 750 800

Sp
e

ct
ra

l l
u

m
in

o
u

s 
e

ff
ic

ac
y 

[l
m

 W
-2

] 

Wavelength λ [nm] 

K'(λ) 

K(λ) 

Figure 2.3: The photopic and scotopic spectral luminous efficacy functions, K(λ) and K ′(λ). The
intersection is coincident with the peak of K(λ)
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2.2 Development of mesopic photometry systems

Figure 2.4: Spectral sensitivities of dark-adapted foveal cones, peripheral rods, and peripheral cones
(broken line). All sensitivities are expressed relative to maximum sensitivity of the fovea
(Wald, 1945 [22])

2.2 Development of mesopic photometry systems

2.2.1 Brightness based approach

The challenges to establish the mesopic spectral luminous efficiency functions have
quite a long history, as reviewed in some literature [23–25]. Some investigations
to measure the spectral luminous efficiency in low light level, which may include
both the mesopic and the scotopic range, appeared in the beginning of the 20th
century [26–32]. Figure 2.5 is one of such mesopic spectral luminous efficiency in
the early studies [31].

Discussion for standardization of mesopic spectral luminous efficiency functions
in the CIE was started in 1959 at the latest [33]. In 1963, a set of spectral luminous
efficiency functions at luminance levels from 10 × 10−5 cd m−2 to 100 cd m−2 was
tentatively recommended by the CIE [34]. However, it was not considered suffi-
ciently accurate nor convenient [23]. An issue was that the brightness measured
with the direct brightness matching technique definitely shows non-additivity,
which is absent in the flicker photometry results and is not taken into account
for the photopic photometry system. Obviously, the brightness sensation seems
to depend on the chromatic channels: retinal mechanisms calculating the oppo-
nent color signals. To bridge this discrepancy between the brightness and the
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Figure 2.5: Mesopic spectral luminous efficiency at 10◦ eccentricity (Walters and Wright, 1942 [31])

luminance, an idea named “equivalent luminance” was introduced. At that time,
the equivalent luminance of the field illuminated with an arbitrary source was
defined as the luminance of black-body radiation with 2042 K that has the equal
brightness with the test source [35]. In current definition, the reference radiation
has been replaced with the monochromatic light at 555.016 nm [36].

Since then, several models to predict the brightness, or the equivalent lumi-
nance, by combining the photometric and the colorimetric quantities were pro-
posed. Those can be classified into three groups. The first group includes models
that do not take the chromatic channels into account. Palmer’s first [37, 38] and
second [23] models, which combine only the photopic luminance based on the
V10(λ) function and the scotopic luminance, belong to this group. The V10(λ)
function is the spectral luminous efficiency function where the eye is fully light
adapted and the visual target has an angular subtense larger than 4◦ or is seen
off-axis, which would be adopted as the spectral luminous efficiency function of
the CIE 10◦ photopic photometric observer by the CIE in 2005 [39]. The second
and the third groups take the chromatic channels into account, but in different
ways. The second group models consider the chromatic channels and the cone
luminance channel combine first, then the output combines with the rod lumi-
nance channel. Trezona model [40] and Sagawa-Takeichi model [41, 42] are in
this group. In the third group models, the cone and the rod luminance chan-
nels combine first, then the output combines with the chromatic channels from
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2.2 Development of mesopic photometry systems

the cones. Kokoschka-Bodmann model [43], Ikeda-Ashizawa model [44, 45], and
Nakano-Ikeda model [23] are the models in this third group.

As a result of the long discussion for the brightness models, the CIE published
a supplementary system of photometry in 2011 [46]. The system, which belongs
to the third group, determines the equivalent luminance for given light or an il-
luminated object in the mesopic and photopic range. It allows comparing the
brightness of any light even if those light are in different luminance levels and/or
have different SPDs. On the other hand, since the system takes the chromatic
channels into account, and since the chromatic effects is more significant in higher
adaptation luminance levels, the equivalent luminance may deviate from the pho-
topic luminance even in the photopic range.

2.2.2 Visual task performance based approach

In the second half of 1990s, another stream of the mesopic photometry research
appeared. A research group of the Lighting Research Center (LRC) at Rensse-
laer Polytechnic Institute employed reaction-time measurements to determine the
mesopic spectral luminous efficiency [47, 48]. They considered that the reaction
time is a suitable measure for the basis of mesopic photometry because only the
luminance channels, where the additivity is valid, are involved. They also insisted
that, from a practical perspective, the reaction time is more important than the
brightness, as it is related to hazard-detection responses for drivers. In their exper-
iments, subjects adapted to a uniform background. A small target, the diameter
of which was 1.6◦ or 2.0◦, was presented and the time until the subjects responded
was measured. The eccentricity of the target in the field of view was 0◦ and 15◦ in
the first experiment [47], and 12◦ in the second experiment [48]. Based on the re-
sults of the experiments with the peripheral stimuli, they proposed a preliminary
mesopic spectral luminous efficiency model, which is a linear combination of the
V10(λ) and the V ′(λ) functions. Later, Rea et al. [49,50] modified the model to a
linear combination of the V (λ) and the V ′(λ) functions as:

Vmes(λ) = XV (λ) + (1 − X)V ′(λ) (2.3)

where X is a parameter characterizing the relative proportions of the photopic and
scotopic luminous efficiency at any luminance level. The new model was named as
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the Unified System of Photometry (USP). The USP places priority on simplicity
and compatibility with the conventional photometry system rather than accuracy
of performance prediction.

In 2002, a research consortium was formed by six European institutes for com-
prehensive investigations of mesopic photometry [51]. The consortium, named
project MOVE (Mesopic Optimization of Visual Efficiency), focused on night-time
driving performance and identified three measures related to critical visual tasks
for the application: detection threshold, reaction time, and recognition thresh-
old. Totally eight experiments to measure these indices were conducted in the
project [52–54]. Although the experimental methods were different among the
experiments, the eccentricity of the targets was the same at 10◦. The size of the
targets was mostly 2◦ except for two experiments. As the same as the experiments
by the LRC group, the subjects adapted to a large uniform background, sometimes
fulfilled the entire field of view. As an outcome of the project, a model for the
mesopic spectral luminous efficiency functions was proposed [55]. This is called
the MOVE model. It is also a linear combination of the V (λ) and the V ′(λ), but
the coefficient for the functions behaves differently from that of the USP. Some
their experiments that used quasi-monochromatic targets revealed the chromatic
channels also influence the visual task performances and the MOVE model cannot
fit perfectly to the results. However, the model shows reasonable prediction for
experimental results with broadband stimuli, which are more likely in practical
scenes than monochromatic stimuli.

Responding to the visual task performance approaches as shown above, the CIE
established a technical committee TC1-58 to standardize a mesopic photometry
system based on the visual task performance. Finally, TC1-58 decided to recom-
mend an intermediate model between the USP and the MOVE model. This is
the recommended system for mesopic photometry based on visual performance,
reported in CIE 191:2010 [3]. In the following section, the system is reviewed
closely.
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2.3 Recommended system for mesopic photometry in CIE 191

2.3 Recommended system for mesopic photometry
in CIE 191

2.3.1 Definition

According to CIE 191:2010 [3] and CIE TN004:2016 [56], the mesopic spectral
luminous efficiency function Vmes;m(λ) is given by:

M(m)Vmes;m(λ) = mV (λ) + (1 − m)V ′(λ) (2.4)

where m is a coefficient that represents observers’ adaptation state, and M(m) is
a normalizing function so that the maximum value of the Vmes;m(λ) attains 1.

The adaptation coefficient m, the value of which ranges from 0 to 1, inclusive,
is obtained by using an iterative approach with the following equations:

m0 = 0.5 (2.5)

Lmes;m,a,n =
m(n−1)Lv,a + (1 − m(n−1))L′

v,aV ′(λa)
m(n−1) + (1 − m(n−1))V ′(λa)

(2.6)

mn = a + b log10(Lmes;m,a,n) (2.7)

where Lv,a, L′
v,a, and Lmes;m,a are the photopic, scotopic, and mesopic luminances

of a visual adaptation field; a and b are parameters which have the value a = 0.7670
and b = 0.3334; and V ′(λa) = 683/1700 is the value of the scotopic spectral
luminous efficiency function at λa = 555.016 nm. This calculation converges in
five or six iterations in most cases.

Then, the mesopic luminance of a test light Lmes;m,t is determined from Vmes;m(λ)
in Equation 2.4 and the spectral radiance of the test light Le,λ,t(λ) as:

Lmes;m,t = Kcd

Vmes;m(λa)

∫
Le,λ,t(λ)Vmes;m(λ)dλ (2.8)

where Kcd is the spectral luminous efficacy for monochromatic radiation at a
wavelength of 555.016 nm, the value of which is 683 lm W−1, according to the SI
candela definition.

Based on the definition, the mesopic spectral luminous efficacy function Kmes;m(λ)
is given by:

Kmes;m(λ) = Kmes;mVmes;m(λ) = Kcd

Vmes;m(λa)
Vmes;m(λ) (2.9)
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where Kmes;m is the mesopic maximum luminous efficacy. The mesopic spectral
luminous efficacy functions for various adaptation coefficient m are shown in Fig-
ure 2.6. As is clear from Equation 2.8 and Figure 2.6, the Vmes;m(λ) and Kmes;m(λ)
agree with the V (λ) and K(λ) at the upper end of the mesopic range (m = 1),
and with the V ′(λ) and K ′(λ) at the lower end (m = 0), respectively.
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Figure 2.6: The mesopic spectral luminous efficacy functions. The function with m = 1 (black solid
line) and with m = 0 (black dashed line) are the same as K(λ) and K ′(λ), respectively

2.3.2 Impact on lighting design

As stated in Section 1.1, currently all lighting applications are designed with
the photopic photometric quantities even if the lighting is in the mesopic range.
However, such situation omits the luminous efficacy advantages of light sources
that are rich in short wavelength components, such as LEDs, over conventional
sources for outdoor lighting, such as HPS. The mesopic photometry system could
solve this shortcoming of the conventional photometry system. Its impact can be
estimated as the followings.

For the mesopic photometry system, light sources are characterized in terms
of a ratio of the scotopic luminous flux to the photopic luminous flux. This is
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referred to as S/P (Scotopic/Photopic) ratio, RSP, and given by:

RSP = K ′
m
∫

Φe,λ(λ)V ′(λ)dλ

Km
∫

Φe,λ(λ)V (λ)dλ
(2.10)

where Φe,λ(λ) is the spectral radiant flux of a source.
Assume that an area is illuminated by a source X with a S/P ratio of RSP,X at a

photopic luminance of Lv,X associated with a particular visual task performance. If
the photopic adaptation luminance is coincident with Lv,X and if the reflectance of
the illuminated area is spectrally neutral, the mesopic luminance of the area Lmes;m

and the adaptation coefficient m can be determined by substituting Lv,a = Lv,X

and L′
v,a = RSP,XLv,a to the iterative calculation with Equations 2.5 to 2.7. To

ensure the same visual task performance at the same adaptation level with another
source Y, the S/P ratio of which is RSP,Y, the area needs to be illuminated at a
photopic luminance Lv,Y determined by:

Lv,Y = Lmes;m · m + (1 − m)V ′(λa)
m + (1 − m)RSP,YV ′(λa)

. (2.11)

This is the photopic luminance for the source Y when the lighting is designed with
the mesopic photometry system to keep the same level of the visual task perfor-
mance with Lv,X with the source X. However, in current practice, the photopic
luminance Lv,X is used as the design luminance for all sources, as stated in Section
1.1. Depending on the source S/P ratio, this may be too much (or too less) to
ensure the same visual task performance.

From the photopic luminances, the energy-saving effect RES by lighting design
with the mesopic photometry system over the conventional lighting design can
roughly be calculated as:

RES = Lv,X − Lv,Y

Lv,X
. (2.12)

Figure 2.7 is the energy-saving effect for various S/P ratios and adaptation levels in
a practical range. The reference source in this analysis is HPS with RSP = 0.55,
which is one of the common light sources for outdoor lighting. As shown in
Figure 2.7, roughly 10 % to 40 % energy consumption, depending on the source
S/P ratio and the adaptation luminance, can be reduced by implementing the
mesopic photometry system to lighting design. In other words, current practice
wastes this advantages of high-S/P-ratio sources unintentionally.
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Figure 2.7: Estimated energy-saving effect by lighting design with the mesopic photometry system.
An S/P ratio of 0.55, which represents HPS, was chosen as reference

2.3.3 Limitations

Although the mesopic photometry system is intended to predict visual task per-
formance, it is not applicable to all tasks. There are some limitations due to
simplification for modeling or limits of the underpinning visual evidences.

Firstly, the mesopic photometry system cannot be applied to tasks at all area
on the retina. Since the density of the cones and the rods changes throughout
the retina, and since the mesopic photometry system is based on visual tasks at
10◦ eccentricity and more or less, visual task performances at the other retinal
area may be different from those predicted by the system. The MOVE project
chose the 10◦ eccentricity because it is likely related to driving tasks. CIE 191
recommends to use the V (λ) function for foveal task performance prediction at
all adaptation levels because the fovea is occupied only by the cones [3].

Secondly, it is not known whether it can be used for situations where observers
are adapted to high-saturated colors. This is because the experiments underpin-
ning the CIE 191 system mainly used white light, which closes to the black-body
locus on the chromaticity diagram, for adaptation and background of the tasks.
Applying the mesopic photometry system to extremely high-S/P-ratio sources
should be avoided.

Thirdly, although this is not clearly stated in CIE 191 and the other associated
documents, comparison between mesopic quantities based on different adaptation
coefficient m is meaningless. The value of the mesopic quantities depends on
the mesopic maximum luminous efficacy Kmes;m, which obviously depends on the
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values of the Km and the K ′
m. As shown in Section 2.1, the ratio of the K ′

m to
the Km is an artifact originally from the old candela definition in 1948 and does
not have any visual basis. Thus, even if a mesopic quantity is equal to the other
mesopic quantity based on different m (e.g. Lmes;0.2 = Lmes;0.8 = 1 cd m−2), it
does not mean the two light evoke the same visual task performance, as well as
a scotopic luminance of 1 cd m−2 does not mean the same visual sensation with a
photopic luminance of 1 cd m−2. This is a critical difference between the CIE 191
performance based system and the CIE 200 brightness based system. Note that
the calculation to estimate the energy-saving effect by the mesopic photometry
system implementation in Section 2.3.2 compares only the mesopic luminances
with the same adaptation coefficient m.

2.3.4 Remaining issues

Upon the publication of CIE 191, two significant technical issues for implementing
the mesopic photometry system were recognized:

1. Lighting applications where the mesopic photometry system could be used;
and

2. Adaptation field definitions.

Due to the limitations shown in Section 2.3.3, the mesopic photometry system
is not valid for all lighting applications in the mesopic range. For example, some
studies pointed out that the facial recognition by pedestrians has no correlation
with the mesopic quantities or the S/P ratio [57–61].

The CIE published a technical report, CIE 206:2014 [62], that summarizes stud-
ies on the implications of source SPDs for tasks considered to be important for
pedestrians. The report concluded that the mesopic photometry system can be
used to predict brightness and peripheral obstacle detection in the mesopic range
while facial recognition and color appearance should be cared for source selection
for pedestrian lighting. In the United Kingdom, a road lighting recommendation
allows reducing the design illuminance depending on the source S/P ratio for sub-
sidiary streets only when the color rendering index (CRI) of the source is more
than 60 [63].
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For motorized traffic, the Federal Highway Administration (FHA) in the United
States published a report that discusses the source SPD effect on drivers’ visual
tasks. One of the conclusions is that the mesopic photometry system cannot
be applied to high-speed traffic, but applicable to lighting design for lower-speed
traffic [64]. Since less evidences are available, new road lighting recommenda-
tion RP-8-14 published by the Illuminating Engineering Society of North America
(IES) recommends to use the mesopic photometry system only to assess the lumi-
nance of off-road locations in street lighting applications where the posted speed
limit is 40 km h−1 (25 miles per hour) or less for the meantime [65]. This issue is
still under discussion at the international level.

Another issue is lack of adaptation field definitions for real lit scenes. As shown
in Section 2.3.1, the mesopic calculation requires the adaptation luminance as-
sociated with the lit scene. For practice, a field in which the average luminance
is well correlated with the adaptation luminance needs to be defined for real lit
scenes. The field is referred to as “adaptation field”. CIE 191:2010 does not men-
tion any adaptation field definitions at all. The empirical studies underpinning
CIE 191 do not give any suggestion for the adaptation field definitions because
the backgrounds employed in those studies are basically uniform while those for
real lit scenes are non-uniform. Additionally, methods for in-situ measurements
of mesopic quantities had not been established.

After CIE 191 was published, the CIE established a new joint technical commit-
tee, CIE Joint Technical Committee 1 (JTC-1), to address these remaining issues.
This study intends to address the second one, the adaptation field definitions.
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3 Surrounding Luminance Effect on
the Peripheral Adaptation

3.1 Introduction

As shown in Section 2.2.2, the mesopic photometry system recommended in CIE
191 is based on peripheral task performance measured in a number of experiments,
primarily at 10◦ eccentricity [47, 48, 52–54]. For most of these experiments, de-
termining the adaptation luminance is straightforward because the experiments
employed uniform-luminance background in the whole field of view, and the adap-
tation luminance can be considered to be equal to the background luminance.

On the other hand, it is not easy to determine the adaptation luminance for
real lit scenes, which have non-uniform and complicated luminance distributions.
This is because adaptation state at a peripheral task point on the retina could be
affected by the local luminance as well as by the surrounding luminance, which is
the luminance distribution of the field outside the task point.

There are some existing studies to address this issue. Puolakka et al. suggested
that studies regarding luminance distributions and observers’ line of sight would
be useful to the adaptation field definitions [10]. A report by the Netherlands Or-
ganisation for Applied Scientific Research (TNO; Dutch: Nederlandse Organisatie
voor Toegepast Natuurwetenschappelijk Onderzoek) pointed out that the veiling
luminance should be taken into account to determine the adaptation luminance
and proposed that the adaptation luminance should be the average luminance of
the entire field of view tentatively [59]. An IES technical memorandum, TM-12-
12, recommends determining the mesopic luminance at each point by using only
the local luminance at the point as the adaptation luminance [66]. Hereinafter,
this is called the “point-by-point” method. This method is based on an experi-
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mental study that shows task performance in night driving are more predictable
with the local luminance at the task point than the road surface luminance. The
local luminance was much lower than the road surface luminance [67]. Narisada
reported that the fovea is adapted to the sum of the local luminance at the fovea
and the veiling luminance caused by the surrounding luminance [68]. The veiling
luminance can be calculated with a disability glare formula, such as the Stiles-
Holladay disability glare formula [69].

The questions to be considered here are whether the surrounding luminance
affects the peripheral adaptation state, and, if so, whether the surrounding lu-
minance effect is significant in determining mesopic quantities. According to the
studies above, there are two factors that make surrounding luminance affect the
adaptation state. The first factor is hereinafter called the “surrounding lumi-
nance effect”, which makes the surrounding luminance influence the adaptation
state even when the line of sight is fixed. The veiling luminance, which is caused
by stray light inside the eyes, or lateral neural interactions in the visual system are
candidate mechanisms for the surrounding luminance effect. The second factor
is eye movements, which depends on the lighting application [70–73]. This factor
broadens the area that affects the adaptation state determined by the first factor.
Thus, the surrounding luminance effect should be considered to define adaptation
fields for all lighting applications.

As seen above, Narisada’s studies pointed out that the surrounding luminance
effect can be described with the veiling luminance model. However, empirical
evidences employed or corrected for this notion and the glare formula are based on
the foveal task performance [68,74–77]. It is not clear whether those are applicable
to peripheral tasks, for which the mesopic photometry system is designed [78–80].

Therefore, a series of visual experiments were conducted to measure surrounding
luminance effect on the adaptation state at a peripheral task point.

3.2 Method

The experiments were designed to estimate the adaptation state of subjects by
measuring the luminance contrast detection threshold for a visual target. Gen-
erally, the luminance contrast detection threshold varies depending on the target
size, the duration of the target, the target position, the background luminance,
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and the adaptation state. Therefore, when a subject adapts to a luminance dis-
tribution, while factors other than the adaptation are fixed, the threshold can
represent the adaptation state corresponding to the luminance distribution [69].

3.2.1 Adaptation pattern experiment

Set-up

The experimental set-up is shown in Figure 3.1. A computer-controlled liquid
crystal display (LCD) was employed to present stimuli consisting of the target to
be detected and surrounding patterns, which were the luminance distributions on
the entire LCD screen. Neutral density (ND) filters were put in front of the LCD
to lower the luminance to the mesopic range while maintaining the LCD’s ability
to control luminance with high resolution. Prior to every experimental session,
the LCD was warmed up to ensure that stabilization was reached. The luminance
of the LCD was automatically monitored and it was judged that stability was
reached when the variation of the luminance over 20 minutes, taken five minutes
apart, was less than 0.5 %. Then, before the experiment, the luminance at the
target position on the LCD screen was measured by using a calibrated luminance
meter placed at the subject’s eye position. The uniformity of the LCD was checked
at nine points on the screen, and the one standard deviation of the luminance was
6.5 %, which was not considered significant for the experiments. The experiments
were done using three different color stimuli on the display. These were white,
red, and blue. The target and the surrounding patterns of the same color were
presented in each experiment. The SPD of each color stimulus is shown in Figure
3.2. The S/P ratios of the light stimuli were 1.57, 0.26, and 10.9, for the white,
red, and blue stimuli, respectively.

Subjects were positioned at a viewing distance of 55 cm and fixed their head on
a chin rest during adaptation and experimental trials. At this distance, the LCD
screen subtended 60◦ ×40◦ of visual angles. Subjects responded whether they saw
a target on the LCD by clicking a mouse. The response data was automatically
collected by the computer, which also controlled the LCD. All experiments were
conducted in a darkroom.
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subject

PC

LCD (screen size:  60 deg. x 40 deg.)

ND filter

chin rest

mouse55cm

darkroom

Figure 3.1: Depiction of the experimental set-up for the adaptation pattern experiment and the
adaptation background luminance experiment

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

350 400 450 500 550 600 650 700 750 800

re
la

ti
ve

 r
ad

ia
n

ce
 

wavelength (nm) 

Blue

Red

White

Figure 3.2: Spectral power distributions for white (solid line), red (dashed line) and blue (dotted
line) stimuli presented on the display
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Stimuli

The first experiment was conducted in order to measure the surrounding lumi-
nance effect by comparing three adaptation patterns depicted in the top row of
Conditions A, B, and C in Figure 3.3. Additionally, Condition D was conducted
to verify whether this experiment can show the Purkinje effect. The bottom row
of Figure 3.3 shows task patterns, which were presented for only a short time
while subjects conducted the detection tasks. Each adaptation pattern and task
pattern for a condition were presented sequentially as described detail later. The
presentation of the task patterns was brief enough so that it did not affect the
adaptation state. The luminance of the illuminated field on the task pattern is
referred to as the “task background luminance”, while that of the adaptation pat-
tern is referred to as the “adaptation background luminance”. All conditions were
conducted for the three light stimuli of different colors (white, red, and blue).

Adaptation

Pattern

Task Pattern

0.6sec.

5min.

Llocal = 0.42cd/m2 Llocal = 0.42cd/m2 Llocal = 2.1cd/m2

Lb = 0.42cd/m2 Lb = 0.42cd/m2 Lb = 0.42cd/m2

Llocal = 2.1cd/m2

Lb = 2.1cd/m2Luminance:

Luminance:

Condition A Condition B Condition C Condition D
Circle Uniform Circle Circle

Target 

Fixation Point 

Figure 3.3: Adaptation patterns and task patterns used for the adaptation pattern experiment. The
top row shows the adaptation patterns, and the bottom row shows the task patterns,
for each Condition A to D. The circular illuminated area of the adaptation pattern for
Condition C is 20 % of the entire screen illuminated for Condition B, and the luminance is
five times higher than that for Condition B. Thus, the mean luminances of the adaptation
pattern for Conditions B and C are nearly equal

A fixation point was presented at the center of the screen during the adaptation
and the task pattern presentations. The target to be detected by subjects was
a circular dark spot, the diameter of which was a visual angle of 1◦. It always
appeared in the same position, which was at the lower right of the fixation point.
The visual angle between the fixation point and the target was 10◦.
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3 Surrounding Luminance Effect on the Peripheral Adaptation

The adaptation pattern for Conditions A, C, and D had a circular illuminated
area, the radius of which was a visual angle of 12.4◦. The circle was centered
at the target position. The radius of the circle was set so that the area of the
circle was equal to 20 % of the entire screen. On the other hand, the entire screen
was illuminated uniformly for the adaptation pattern of Condition B. The levels
of the adaptation background luminance were 0.42 cd m−2 for Conditions A and
B, 2.1 cd m−2 for Conditions C and D. These luminance levels were chosen after
considering the CIE luminance recommendation for road lighting [8].

Note that the target size, the position, the duration, and the task background
luminance were the same for Conditions A, B, and C. Thus, if detection thresholds
are different among conditions, it is because of the adaptation pattern differences.
In principle, the luminance distribution of the task pattern for Condition B should
also have been the same circular pattern as for the other conditions. However,
change of subjects’ view from the uniform adaptation pattern to the circular task
pattern tended to cause significant disturbance in the attention of subjects, and
this caused large variations in experimental results with naive subjects. On the
other hand, the veiling luminance caused by the uniform task pattern affects the
detection threshold, but this effect is considered insignificant based on previous
studies. It was also verified with repeated experiments with a well-trained subject.
Thus, the task pattern for Condition B was set to the same uniform pattern as
the adaptation pattern for that condition.

The assumptions about how the experiment can estimate the surrounding lumi-
nance effect are below. If the adaptation state is not at all affected by surrounding
luminance, such as for the difference between Conditions A and B, the luminance
contrast detection threshold depends only on the local luminance, which is the
adaptation background luminance. Thus, the threshold for Condition B should
be equal to that for Condition A, and very different for Condition C. This will be
referred to as the “local adaptation hypothesis”.

On the other hand, if the adaptation state is strongly affected by the surrounding
luminance and correlates to the average luminance of the whole field of view (that
is the entire screen), the threshold for Condition B should be equal to that for
Condition C, because the adaptation pattern for Condition B was set so that the
average luminance of the entire screen was equal to that for Condition C. This is
referred to as the “global adaptation hypothesis”. Note that the illuminated area
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of the adaptation pattern for Condition C is one fifth of that for Condition B, and
the luminance is five times that for Condition B.

In other words, which hypothesis is true can be checked by comparing luminance
contrast detection thresholds for Conditions A, B, and C.

Procedure

The measurements for the four conditions depicted in Figure 3.3 were conducted
in one session on a given day. The order of the conditions was randomized. The
procedure for a measurement is described below. During all procedures, subjects
were asked to fix their line of sight on the fixation point.

1. A subject was asked to adapt the adaptation pattern for five minutes.

2. After the adaptation, the pattern was changed to the task pattern at the
same condition for 0.6 s.

3. The target was presented for 0.2 s in the middle of the task pattern duration.

4. After the task pattern duration of 0.6 s, the adaptation pattern returned to
the screen.

5. The subject responded whether he/she could/could not see the target.

6. The adaptation pattern was maintained for five seconds after the subject’s
response to preserve the adaptation state.

7. Steps 2 to 6 were repeated with different values of target luminance (contrast
ratio) until enough response data were collected according to the random-
staircase method.

To maintain the adaptation state at the level where subjects fully adapt to the
adaptation pattern, the duration of the task pattern should be as short as possible.
In addition, the repeatability of the target duration should also be ensured. The
target duration, 0.2 s, was chosen considering these requirements. The time lags
between the adaptation pattern and the target presentation were provided to avoid
possible forward/backward effects due to delays in neural response [68, 81]. The
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time length of 0.2 s was chosen based on these previous studies and for the same
reasons for the target duration.

Before an experimental session, subjects adapted to a uniform pattern that had
the same luminance as the adaptation pattern of the first condition for at least
five minutes.

Subjects

Eleven subjects with normal vision participated in the adaptation pattern exper-
iment with each color stimulus. Their ages were 29 years to 68 years, but most
of them were between 30 years and 50 years. Five out of 11 subjects participated
in experiments with all color stimuli, and the other six subjects were different
between white and blue/red stimuli.

3.2.2 Adaptation background luminance experiment

Set-up, procedure and stimuli

The second experiment was conducted to determine the relationship between the
detection threshold and the adaptation background luminance of the circular pat-
tern.

When the surrounding luminance affects the adaptation state partially, the
threshold for Condition B could fall into between those for Conditions A and C.
If the detection threshold increases monotonically with respect to the adaptation
background luminance, then the detection threshold can be considered a bijective
function of the adaptation background luminance. In this case, the threshold for
Condition B can be converted to an adaptation background luminance by this
function, and the surrounding luminance effect of the uniform pattern can be
described as the adaptation background luminance of the circular pattern that
increases the adaptation state equivalently with the uniform pattern.

For the measurements, the set-up was exactly the same as the adaptation pat-
tern experiment. The stimuli and the procedures were also the same as for Con-
ditions A and C in the adaptation pattern experiment, except for the adaptation
background luminance. To determine the magnitude of the surrounding lumi-
nance effect, the thresholds at additional two adaptation background luminance
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levels between Conditions A and C on circular adaptation patterns were measured.
The luminances were 0.72 cd m−2 and 1.23 cd m−2. For white stimuli, this experi-
ment was conducted in the same experimental session as the adaptation pattern
experiment.

Subjects

All subjects who participated in the adaptation pattern experiment with white
stimuli took part in the adaptation background luminance experiment with white
stimuli. One of them was employed for the adaptation background luminance
experiment with red/blue stimuli.

3.3 Results

3.3.1 Adaptation pattern experiment

The mean luminance contrast detection thresholds of all subjects are shown in
Figure 3.4. The thresholds represented by A, B, C and D in Figure 3.4 corre-
spond to the conditions represented by the same letters in Figure 3.3. For clarity,
depicted adaptation background luminance levels are slightly shifted from actual
luminance levels to avoid the symbols overlapping with each other. For example,
all symbols for Conditions A and B in the figure are at the same 0.42 cd m−2. The
luminance levels for Conditions C and D are also equal. Figure 3.4 shows the
luminance contrast detection threshold Cth as the ordinate. The threshold Cth

was calculated from the equation:

Cth = Lv,b − Lv,t

Lv,b
(3.1)

where Lv,b is the task background luminance and Lv,t is the target luminance at
the threshold. Thus, higher Cth means a lower task performance.

For all three color stimuli, it is observed that Condition B threshold levels
are much closer to those for Condition A than to those for Condition C, which
favors the local adaptation hypothesis. The error bars in Figure 3.4 show the
standard deviation of the mean, which is considered to include the inter-subject
variations in contrast sensitivity. To possibly remove these inter-subject variations,
the individual results are normalized to the value for Condition A, as shown in
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Figure 3.4: The mean luminance contrast detection thresholds for all subjects in the adaptation
pattern experiment. The circle symbols show the thresholds for Conditions A and C,
which have the same task background luminance and the circular adaptation patterns
of different luminance levels. The square symbols show thresholds for Condition B,
which has the uniform adaptation patterns. The diamond symbols show thresholds for
Condition D. The white, light grey and dark grey symbols show thresholds for white,
blue and red stimuli, respectively
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Figure 3.5. The normalization in Figure 3.5 removed the inter-subject variations
and served to examine only the relative positions for Condition A versus Condition
B or C. As a result, the error bars, which indicate one standard deviation of the
mean for each point after normalization, are much smaller in Figure 3.5. This
graph shows the tendency of the detection thresholds, which supports the local
adaptation hypothesis, more clearly. Additionally, there are also small differences
between the results for Conditions A and B. These seem to demonstrate a small
effect of the surrounding luminance distribution.

To assess such observations on Figures 3.4 and 3.5, a two-way analysis of vari-
ance (ANOVA) was conducted using all of detection thresholds for Conditions
A, B and C in Figure 3.4. The number of data was 99 (11 subjects × three
color stimuli × three adaptation conditions). Table 3.1 shows the results of the
ANOVA. Both the adaptation condition and the color of the stimuli affect the
detection threshold significantly, but there is no interaction between them. Then,
a multiple comparison test between Conditions A, B and C was conducted on all
data for the three color stimuli by using the Bonferroni’s method. The detection
thresholds are significantly different between A and C (p < 0.01), as well as be-
tween B and C (p < 0.01), but there are no significant differences between A and
B. The statistical analysis also supports the local adaptation hypothesis clearly.

For Conditions A and D, the levels of the adaptation background luminance
and the task background luminance were the same. Thus, subjects adapted to a
luminance and performed the detection task at the same luminance. This situ-
ation is similar to an experiment by Freiding et al. [52], which provided some of
the fundamental data for the mesopic photometry system. Focusing on Condi-
tions A and D in Figure 3.4, the relative positions of the thresholds shows some
consistency with their experimental results. For example, a lower luminance of
the adaptation pattern causes a higher luminance contrast detection threshold. It
is also consistent in that a lower S/P ratio condition implies a higher threshold
at a low adaptation background luminance. These consistencies suggest that the
experiment shows the Purkinje effect. However, another ANOVA for Conditions
A and D does not detect both the color effect and an interaction between the color
and the luminance, as shown in Table 3.2. This is probably because the luminance
difference between Conditions A and D is too small for the Purkinje effect to be
shown significantly by this experiment.
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3 Surrounding Luminance Effect on the Peripheral Adaptation

An inexplicable observation on the statistical analyses is that the color effect is
significant on the first ANOVA while it is not significant on the second ANOVA.
This is mainly caused by the difference between the detection thresholds for red
stimuli and the others under Condition C. According to the mesopic photome-
try system, both conditions have the same adaptation pattern, which induces a
mesopic luminous efficiency function that is relatively close to the V (λ). Thus,
all detection thresholds for Condition C should be nearly equal to each other, as
should those for Condition D. This inconsistency seems to be due to some visual
mechanisms that are not taken into account by the mesopic photometry system,
such as chromatic channels. Further research is needed for this phenomenon.

Table 3.1: Two-way ANOVA for Conditions A, B and C in the adaptation pattern experiment

Source of variation SS df MS F p

Color of the stimulus 0.0198562483 2 0.009928 11.689 0.000 **
Adaptation pattern 0.0138909207 2 0.006945 8.177 0.001 **
Interaction 0.0025550319 4 0.000639 0.752 0.559

**significance criterion: p < 0.01

Table 3.2: Two-way ANOVA for Conditions A and D in the adaptation pattern experiment

Source of variation SS df MS F p

Color of the stimulus 0.0014826117 2 0.000741 2.480 0.092
Adaptation background luminance 0.0061986158 1 0.006199 20.736 0.000 **
Interaction 0.0017332315 2 0.000867 2.899 0.063

**significance criterion: p < 0.01

3.3.2 Adaptation background luminance experiment

The results of the adaptation background luminance experiment are shown in
Figure 3.6. The white square symbols with error bars show the mean luminance
contrast detection thresholds for 11 subjects for white stimuli. Both ends of the
data are the same as Conditions A and C in Figure 3.4. The other symbols without
error bars show the detection thresholds for red, blue and white stimuli for one
subject.
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The thresholds for white and red stimuli monotonically increase while those for
blue stimuli show a different curve with a local minimum around 0.72 cd m−2. This
means that the surrounding luminance effect can be easily quantified for white and
red stimuli with regression lines determined from the thresholds. However, the
quantification is not applicable to blue stimuli, because the linear regression is not
appropriate for the blue results.

The relationship of the detection threshold level between color stimuli for one
subject is not consistent with that in Figure 3.4, which shows results for 11 sub-
jects. This is probably due to the day-to-day intra-subject variation, which can
be canceled by repetition of the experiment. Each experiment for a color of the
stimuli was conducted on a different day.
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Figure 3.6: The contrast detection thresholds in the adaptation background luminance experiment.
The square symbols show thresholds by 11 subjects for white stimuli. The circle symbols
colored white, light-grey and dark-grey symbols show thresholds by the same one subject
for white, blue and red stimuli, respectively

3.4 Discussion

3.4.1 Magnitude of the surrounding luminance effect

The thresholds for Condition B in Figure 3.5, which have the uniform adaptation
pattern, are close to the thresholds for Condition A and far from those for Con-
dition C. This strongly supports the local adaptation hypothesis. The adaptation
state at the peripheral task point depends mostly on the local luminance in the
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circle.
The small differences between results for Conditions A and C are not statistically

significant. Nevertheless, the systematic differences seem to imply a small effect
of the surrounding luminance distribution outside of the circle. To evaluate these
effects, those for the white and red stimuli were quantified by converting to the
adaptation background luminance of the circular pattern, which would cause an
equivalent adaptation state (without surrounding luminance distribution). This
adjusted luminance is referred to as the “effective adaptation luminance”.

The steps to determine the effective adaptation luminance for the white stimuli
are given below (see also Figure 3.7). First, a logarithmic regression line was
determined from the thresholds in Figure 3.6. Second, the threshold level for
Condition B was projected onto the regression line. Finally, the luminance at the
intersection was read as the effective adaptation luminance for Condition B.

The steps for the red stimuli are almost the same; except for the fact that
the regression line was determined only from the thresholds at 0.42 cd m−2 and
2.1 cd m−2 in Figure 3.4. A regression line based on the red data in Figure 3.6 is not
applicable to that in Figure 3.4 for the determination of the effective adaptation
luminance. This is because the data in Figure 3.6 are the result for one subject,
while the data in Figure 3.4 are the mean threshold for 11 subjects.

The calculated effective adaptation luminance levels for Condition B were
0.47 cd m−2 for white stimuli and 0.58 cd m−2 for red stimuli. Because the adap-
tation background luminance for Condition B was 0.42 cd m−2, the surrounding
luminance outside of the circle increases the effective adaptation luminance by
0.05 cd m−2 and 0.13 cd m−2, respectively.

There are two questions regarding the effective adaptation luminance. The first
question is how significant the surrounding luminance effect is on the calculated
mesopic luminance. Another question is whether the effective adaptation lumi-
nance can be predicted by the sum of the local luminance and the veiling luminance
calculated by a foveal glare equation. To consider these questions, the photopic
effective adaptation luminance and the mesopic luminance of a test target, the
photopic luminance of which is 1 cd m−2, were calculated with the experimental
results and two models. The models to calculate the effective adaptation lumi-
nance are as follows:
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Figure 3.7: Conceptual diagrams for how to determine the effective adaptation luminance for (a)
white and (b) red stimuli. Logarithmic regression lines (solid lines) were determined from
thresholds for the circular adaptation pattern (circular symbols). Using these regression
lines, the threshold levels for the uniform adaptation pattern (square symbols) were
converted to the effective adaptation luminance Lv,effective (arrowed dot line). The
regression line for red stimuli was determined only from the detection thresholds for
Conditions A and C

1. the sum of the photopic local luminance and the veiling luminance calculated
with the Stiles-Holladay formula [82]; and

2. only the photopic local luminance.

Note that the local luminance is equal to the adaptation background luminance
in the experiments.

In Model 1, the veiling luminance that was caused by the difference image
between the uniform adaptation pattern and the circular adaptation pattern was
calculated. The difference image was divided into pixels, 0.2505 mm on a side, and
then the veiling luminance caused by each pixel was calculated and integrated.
The pixels were assumed to be Lambertian sources. In the definition of the Stiles-
Holladay formula, angle θ means the angle between the line of sight (fixation point)
and a glare source. But, for this analysis, θ was interpreted as the angle between
the peripheral task point and a glare source (pixel). The uniform adaptation
pattern was assumed to have ideally uniform luminance distribution of 0.42 cd m−2.
The luminance of the surrounding dark part of the circular adaptation pattern was
assumed to be 0 cd m−2.

The calculated photopic effective adaptation luminance and mesopic test lumi-
nance are shown in Table 3.3. The model predictions for the effective adaptation
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luminance are still lower than the effective adaptation luminance derived from
the experimental results. The uncertainty of the effective adaptation luminance is
too large to make a firm conclusion, yet this result suggests that the surrounding
luminance effect at a peripheral task point is larger than the effect at the fovea
based on the Stiles-Holladay formula. Additionally, it is still not clear whether
the veiling luminance is the main cause of the surrounding luminance effect.

However, for uniform luminance distributions such as the uniform adaptation
pattern, the errors related to the models do not prevent us from predicting the
mesopic luminance of a test. The errors of the mesopic luminance are at most 0.5 %
for the white stimuli and 2.8 % for the red stimuli. The calculation of the mesopic
luminance is not sensitive to the error in the effective adaptation luminance.

When a lighting scene has high-luminance sources such as luminaires or head-
lamps of oncoming cars, their effects on the adaptation state may significantly
affect the mesopic luminance. Some studies also pointed out that the glare mod-
els for fovea cannot give sufficient prediction for peripheral tasks [78–80]. Such
high-luminance source effects will be discussed in the next chapter.

Table 3.3: The photopic effective adaptation luminance and the mesopic test luminance calculated
from the experimental data and models

Model Photopic effective Mesopic test luminance
adaptation luminance for Lv,t = 1.0 cd m−2

Red White Red White
Lv,effective Error Lv,effective Error Lmes,t Error Lmes,t Error

cd m−2 cd m−2 cd m−2 cd m−2

Experiment 0.58 - 0.47 - 0.88 - 1.09 -

1. Lv,local+ 0.43 25.5 % 0.43 8.2 % 0.86 2.5 % 1.10 0.4 %
Lv,veil

2. Llocal 0.42 27.4 % 0.42 10.9 % 0.85 2.8 % 1.10 0.5 %

3.4.2 Suggestions for adaptation field definitions

Based on the experimental results, how should adaptation fields be defined? It
is already suggested that the adaptation field for a lighting scene should take
into account: the surrounding luminance effect, which was investigated by the
experiments; and eye movements. The local adaptation hypothesis means that
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the size and the shape of the adaptation field depend on eye movements and the
task area. Since those depend on the lighting application, the adaptation field
definition is also application dependent.

The point-by-point method, which is adopted in IES TM-12-12 [66], seems to
be appropriate considering the local adaptation hypothesis. However, it neglects
eye movements, which is probably significant in most lit scenes. And, for road
lighting, the luminance distribution on the road surface moves in the driver’s field
of view as the car goes forward. Thus, even when the driver’s eye movements
can be neglected, the projected luminance onto peripheral points on the retina
varies temporally. If the adaptation speed is slower than such luminance temporal
changes, the adaptation luminance can deviate from the luminance at each point.
These need to be verified for the point-by-point method.
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4 Effect of a Surrounding Point
Source on the Peripheral
Adaptation

4.1 Introduction

As shown in Chapter 3, the adaptation state for a peripheral detection task in
the mesopic range depends primarily on the local luminance of the task point, but
could also be slightly affected by the surrounding luminance. The experimental re-
sults in Chapter 3 also suggest that the surrounding luminance effect may be larger
than the effect predicted by a foveal veiling luminance model. However, the veiling
luminance levels in the experiments were too low to evaluate the magnitude of the
surrounding luminance effect accurately. Furthermore, the experimental results
do not give any information regarding the relationship between the surrounding
luminance effect and the position nor the luminous intensity of the surrounding
source, because the experiments investigated only the effect caused by an area
light source that had a given luminance level.

To define adaptation fields for the mesopic photometry system, it is further
necessary to determine the effects of high-luminance point sources (glare sources)
on the adaptation state in the mesopic range. Even though the previous experi-
ments suggest that the surrounding luminance can be nearly neglected for uniform
surrounding luminance distributions, it is still important to characterize the ef-
fect for the case of point sources. This is because outdoor lighting scenes often
have high-luminance point-like sources, such as direct light from luminaires and
headlamps of oncoming cars. Their luminous intensity is sometimes very high and
may affect the adaptation state significantly. Although there are some existing
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veiling luminance models for fovea or periphery, it is not clear that the models
can predict the surrounding luminance effect on the peripheral adaptation state
in the mesopic range.

Therefore, vision experiments were conducted to characterize the surrounding
luminance effect from a high-luminance point source on the adaptation state for a
peripheral task point. In the experiments, two aspects regarding the point source
were investigated: the luminous intensity and the visual angle between the point
source and a task point. These aspects have been considered critical in the existing
veiling luminance models.

4.2 Veiling luminance models

For the foveal adaptation, it is shown that the surrounding luminance effect on the
adaptation state when the line of sight is fixed can be described by the formula of
the veiling luminance in the studies by Narisada [68,69]. These studies focused on
the effects of glare sources on the foveal adaptation state rather than the luminance
contrast reduction effect by glare sources. According to these studies, the effective
adaptation luminance Lv,effective can be predicted by the equation:

Lv,effective = Lv,local + Lv,veil (4.1)

where Lv,local is the local luminance at which the fovea looks and Lv,veil is the
veiling luminance caused by the surrounding luminance distribution. Lv,veil can
be calculated by using models for the veiling luminance.

The Stiles-Holladay disability glare formula [75–77, 82, 83] is the most widely
used for disability glare evaluation in current lighting practice [84,85]. According
to the formula, Lv,veil is obtained by:

Lv,veil = 10
θ2 Ev,vertical (4.2)

where Ev,vertical is the vertical illuminance at the observer’s eye due to a glare
source, and θ is the visual angle (in degrees) between the glare source and the line
of sight.

According to studies taking into account age, eye pigment, and the data for
ranges of angle near fovea [74, 86, 87], the CIE has developed and recommended
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the general disability glare equation as:

Lv,veil =
{

10
θ3 +

[ 5
θ2 + 0.1p

θ

]
·
[
1 +

(
A

62.5

)4]
+ 0.0025p

}
Ev,vertical (4.3)

where A is the age of the observer in years, p is the eye pigment factor, which
ranges from 0 for black eyes to 1.2 for very light-blue eyes. The experimental data
for these models are also for fovea.

Stiles and Crawford [88] proposed a model for the veiling luminance on the
peripheral task, based on a number of vision experiments, as:

Lv,veil = 16
θ2 Ev,n (4.4)

where Ev,n is the normal illuminance (on a plane perpendicular to the direction
from the source) at the observer’s eye due to a glare source and θ is the visual
angle (in degrees) between the glare source and a task point where the veiling
luminance is caused. The value of the veiling luminance predicted by the model is
more than 1.6 times of the value predicted by the Stiles-Holladay equation for the
same condition. Since this formula is based on data in both photopic and mesopic
ranges, it is not clear whether this model can predict the surrounding luminance
effect on the adaptation state particularly in the mesopic range.

It should be noted that the three models for the veiling luminance are based
on experiments in which subjects adapted to a stimulus with a glare source and
performed detection tasks with the same stimulus, thus mixing the effects of the
adaptation state changes and the masking effect caused by the luminance incre-
ment on the task point during the detection tasks. Narisada showed that the
adaptation state changes alone can be modeled using the Stiles-Holladay formula
for the fovea [68,69], but it has not been shown that the Stiles-Crawford formula
applies for periphery.

4.3 Method

The bases of the experiments in this chapter are the same as those in the experi-
ments in Chapter 3. The adaptation state of subjects is estimated by measuring
the luminance contrast detection threshold.

Three experiments were conducted. The first and second experiments measured
detection thresholds when subjects were adapted to a uniform background with
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4 Effect of a Surrounding Point Source on the Peripheral Adaptation

a high-luminance point source, with its luminance and the position varied. The
first experiment in this chapter focused on the luminous intensity of the point
source rather than the point-source position, while the second one focused on
the position. The first and second experiments are hereinafter referred to as the
“point-source intensity experiment” and the “point-source position experiment”,
respectively. The third experiment is a control experiment. It characterized the
effect of the uniform adaptation background, of varied luminances, on luminance
contrast detection threshold. This is referred to as the “uniform experiment”. The
uniform experiment was conducted to verify the linear relationship between the
detection threshold and the effective adaptation luminance, which was suggested
by the adaptation background luminance experiment in Chapter 3.

4.3.1 Point-source intensity experiment

Set-up

The experimental set-up is analogous with that in Chapter 3, but modified as
shown in Figure 4.1. A computer-controlled LCD, the screen of which was cov-
ered with neutral density filter panels, was employed to present the target and its
background. For more precise detection threshold measurements than in previ-
ous experiments, the LCD has 10-bit control (1024 levels) of the pixel luminance.
Calibration and warming-up of the LCD were done as in Chapter 3. The target
and background presented by the LCD were white. The correlated color temper-
ature (CCT) and the S/P ratio of these were 4690 K and 2.21, respectively. A
white circular LED unit was used as a high-luminance point source. It consists
of a LED module with a diameter of 20 mm and a diffuser, placed in front of the
LCD screen, producing fairly uniform luminance distribution over the light emit-
ting surface and near-Lambertian angular luminous intensity distribution. The
LED unit was placed in front of the LCD at 4 cm from the LCD screen. Care
was taken so that no light from the LED fell on the LCD screen. The LED was
driven with a direct current (DC) power supply controlled by the computer and
dimmed by changing the current level. This dimming method caused small chro-
maticity changes depending on the current level. However, through the current
range employed in the experiment, the change of chromaticity, when changing
the luminance level, was less than 0.002 in the CIE (u′, v′) diagram, which was
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not considered significant. The temporal luminance change, which is caused by
the change of temperature of the LED, was less than 1 % in three minutes. To
calibrate the luminous intensity of the LED, the vertical illuminance from the
LED at the subject’s eye position was measured by using an illuminance meter,
which was calibrated with a spectroradiometer (calibrated against NIST spectral
irradiance scale) measuring the particular LED used in the experiment. In the
later part of this chapter, the luminous output of the LED is described in terms
of the vertical illuminance at observer’s eye position. The CCT and the S/P ratio
of the LED, measured with the spectroradiometer, were 6120 K and 2.28. This
LED was chosen because its S/P ratio was nearly equal to that of the LCD.

Each subject was positioned at a viewing distance of 65 cm and fixed his/her
head on a chin rest during adaptation and experimental trials. At this distance,
the LCD screen subtended a visual angle of 49◦ × 29◦, and the diameter of the
LED was a visual angle of 1.8◦. Subjects responded whether they saw a target
on the LCD by clicking a mouse (left or right click). The response data were
automatically corrected with the computer. All experiments were conducted in a
darkroom.

subject

PC

LCD (screen size:  49° × 29°)

ND filter

chin rest

mouse

65cm

darkroom

DC

LED Unit

Figure 4.1: Depiction of the set-up for the point-source intensity experiment

Stimuli

The patterns employed in the point-source intensity experiment are shown in
Figure 4.2. In this chapter, “pattern” means luminance distribution consisting of
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4 Effect of a Surrounding Point Source on the Peripheral Adaptation

the LCD and the LED, to which subjects adapted or on which subjects performed
the detection tasks. In Figure 4.2, the top row shows the adaptation patterns, to
which subjects adapted; and the bottom row shows the task patterns, on which
subjects performed the tasks. For each pattern, the bottom half of the LCD screen
was uniformly set at a background luminance shown in the figure. The luminance
of the top half part of the LCD was set as low as possible, which was less than
0.001 cd m−2. Magnifications of these patterns are shown in Figure 4.3. These
patterns represented rough simulations of road lighting scenes at night, which has
the dark sky and a lit road surface. The luminance of the illuminated area for the
adaptation pattern is referred to as the adaptation background luminance and that
for the task pattern will be referred to as the task background luminance. Each
adaptation pattern and task pattern at a condition was presented sequentially so
that the LED source was turned off during the task to remove the masking effect
by the LED source on the detection thresholds during the tasks. This is analogous
with the adaptation pattern experiment in Chapter 3. The conditions in Figure
4.2 can be separated into point-source conditions (three conditions on left side)
and reference conditions (two conditions on right side).

A fixation point was shown as a small cross on the screen and was positioned
at the center of the screen during the time the task pattern was presented. The
target to be detected by the subject always appeared in the same position, which
was to the lower right of the fixation point. The visual angle between the fixation
point and the target was 10◦. The diameter of the target was a visual angle of 1◦.
The target luminance was varied between trials but was always lower than the task
background luminance. While the adaptation pattern was presented (i.e. during
the time the subject was adapted to it), the fixation point was moved around in
a 2◦ × 5◦ oval area centered at the center of the screen every two seconds so that
the point source did not excessively stimulate a fixed point on subjects’ retina.
This procedure was taken for consideration of photobiological safety of subjects,
but also it simulates eye movements in real applications.

The position of the point source (the visual angle from the task point to the point
source) θ and the vertical illuminance from the source Ev,vertical for the adaptation
pattern varied between the point source conditions. Positions of the point source
θ were at 7◦, 15◦, and 30◦ above the target. The vertical illuminances measured at
the subject’s eye position Ev,vertical were 0.3 lx, 0.7 lx, 2.2 lx, and 5.4 lx. Thus, the
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No Point Source
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Reference
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Figure 4.2: Adaptation patterns and a task pattern used for the point-source intensity experiment.
The top row shows the adaptation patterns, and the bottom row shows the task pattern,
for each condition

area where fixation 

point appear

target

fixation pointpoint source point source

(disappeared)

target position

(target was not appeared)

7 deg.

(a) (b)

Figure 4.3: Magnification of an adaptation (a) and the task pattern (b) for one of the near-point-
source condition in Figure 4.2. The position of the fixation point in the adaptation
pattern (a) was changed inside the oval area dynamically. The point source was turned
off during the task pattern (b) presentation

45



4 Effect of a Surrounding Point Source on the Peripheral Adaptation

total number of the point-source conditions was 12. The adaptation background
luminance was constant at 0.2 cd m−2 for all the point-source conditions. For the
reference conditions, there was no point source and the adaptation background
luminances were 0.2 cd m−2 and 2.0 cd m−2. The task background luminance was
0.2 cd m−2 for all the conditions, including the point-source conditions and the
reference conditions. These luminance levels were chosen considering the CIE
road lighting recommendations [8].

Procedure

The task for subjects was to indicate whether or not the target was seen on each
experimental trial. At the beginning of every experimental condition, subjects
adapted to an adaptation pattern for five minutes. The task pattern was then
presented for 0.6 s. In the middle of the task pattern presentation, the target
appeared for 0.2 s. Following the task pattern presentation, the adaptation pattern
was presented again to maintain a constant adaptation state. Five seconds after
the subject completed each trial, the task pattern was presented again and the next
trial began with a different target luminance. The tasks were repeated until the
number of the tasks reached enough to determine a luminance contrast detection
threshold, according to the random-staircase method.

For this point-source intensity experiment, an experimental session consisted of
the two reference conditions and four point-source conditions of different source
intensities at the same point-source position. Each subject performed three such
sessions for the three point-source positions. The reference conditions were in-
cluded in each of three sessions, thus, repeated three times per subject. The
sequence of the conditions was randomized, except for the reference condition
with an adaptation background luminance of 2.0 cd m−2, which was always con-
ducted third. The order of the 2.0 cd m−2 reference condition was fixed at the
middle of the session so that the effect of subjects’ fatigue can be removed from
the comparison of the reference condition results between experimental sessions
to cancel any inter-session deviations of results. Before an experimental session,
subjects adapted to a uniform LCD screen, the luminance of which was 0.2 cd m−2,
for more than five minutes.
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Subjects

Seven subjects with normal vision participated in the point-source intensity ex-
periment. To estimate the surrounding luminance effect for the entire age group,
subjects were chosen from various age groups. Their ages were 32-68 years. Four
of them were younger than 40 years, one was younger than 50 years, and the oth-
ers were older than 60 years. Three of them had dark brown eyes, another three
had brown eyes, and one of them had light-brown eyes.

4.3.2 Point-source position experiment

Set-up

For the point-source position experiment, the experimental set-up is the same as
the point-source intensity experiment, described in Section 4.3.1, except for the
point-source LED and its driver.

Eight white LED modules were used as point sources and were placed in front
of the LCD at 4 cm from the LCD screen. Only one of the LEDs was turned on for
an experimental condition. Each LED module was a chip-on-board (CoB) LED
module with a diameter of emission surface of 15 mm. Those were fixed on an
aluminum jig with screws and heat conductive paste so that the heat from the
LEDs was released effectively. A schematic elevation of the CoB LEDs, the jig, and
the LCD is shown in Figure 4.4. Instead of the DC power supply used in the point-
source intensity experiment, the LEDs were driven by a multichannel DC current
source controlled by the computer. The luminous intensity of LEDs was varied by
changing the current level over a range from 2 mA to 95 mA. For the current of
40 mA, the average CCT and the average S/P ratio of the LEDs were 6090 K and
1.99. The chromaticity change caused by the current change was less than 0.003 in
the CIE (u′, v′) diagram, which can be considered insignificant for the experiment.
It was also checked that the temporal change of the luminous intensity and the
chromaticity of LEDs during an experimental session were negligible.

Stimuli

Adaptation patterns and a task pattern employed in the experiment are shown
in Figure 4.5. Almost all conditions, such as the task background luminance, the
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jigCoB LEDs

LCD
target

fixation point

Figure 4.4: Schematic elevation of the LEDs, the jig and the LCD for the point-source position
experiment

adaptation background luminance, the target size, etc., were the same as those
for the point-source intensity experiment. Exceptions were only the position and
the luminous intensity of the point source.

Depending on the existence or the position of the point source in the adaptation
pattern, the experimental conditions were sorted into three groups: near-point-
source conditions (four conditions), far-point-source conditions (four conditions)
and reference conditions (two conditions). The near- and far-point-source con-
ditions had a point source right above the task point in the adaptation pattern,
but the visual angle from the task point to the point source, θ, and the vertical
illuminance at the subject’s eye position from the point source, Ev,vertical, were
different for each condition. The visual angles θ were: 5◦, 7◦, 10◦ and 15◦ for
the near-point-source conditions; 20◦, 25◦, 30◦ and 40◦ for the far-point-source
conditions. The vertical illuminances Ev,vertical for the near- and far-point-source
conditions were 3 lx and 45 lx, respectively.

Procedure

An experimental session consisted of six conditions out of the ten conditions in
Figure 4.5: Four point-source conditions (near or far) and the two reference condi-
tions. Each subject was asked to complete two experimental sessions. Thus, each
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Figure 4.5: Adaptation patterns and a task pattern used for the point-source position experiment

subject performed each point-source condition once, and each reference condition
twice. The sequence of the condition was basically random, but the reference
conditions were always conducted third or fourth to remove the effect of subjects’
fatigue from the comparison of the reference condition results between experimen-
tal sessions.

Other procedures are the same as the point-source intensity experiment, de-
scribed in Section 4.3.1.

Subjects

Nine subjects with normal vision participated in the experiments. Their ages
were 27 to 70 years. Two of them were younger than 30 years, three of them were
younger than 40 years, another three of them were younger than 50 years and the
other one was 70 years. Four of them had dark-brown eyes, other four had brown
eyes.

4.3.3 Uniform experiment

Set-up

The third experiment was conducted to determine the relationship between the
detection threshold and the adaptation background luminance for the reference
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conditions (with no point source) in greater detail. The same set-up as the point-
source intensity experiment without the LED point source was used.

Stimuli

The patterns used in the uniform experiment are illustrated in Figure 4.6. As with
Figure 4.2, the top row shows the adaptation patterns and bottom row shows the
task pattern. In this experiment, no conditions had the point source, and the
adaptation background luminance was varied gradually between conditions. Nine
levels of the adaptation background luminance from 0.2 cd m−2 to 2.5 cd m−2 were
used. The task patterns, the target, and the fixation point were the same as those
for the point-source experiment. The fixation point during adaptation was moved
around though there was no LED source, to conform the experimental conditions
to those in the point-source intensity/position experiments.

Adaptation 

Pattern

Task Pattern
0.6 s

5 min.

Background 

Luminance (cd/m2)

Background Luminance: 0.2 cd/m2

Target (Duration: 0.2 s)

0.20 0.29 0.43 0.63 0.93 1.12 1.36 2.00 2.50

Figure 4.6: Adaptation patterns and a task pattern used for the uniform experiment

Procedure

The procedure of the uniform experiment was also the analogous of the point-
source experiments. Since there were many conditions, and since each condition
was repeated four to six times, the experiments were conducted for four conditions
as a session, and the whole experiment was conducted in 13 separate sessions.

Subject

The uniform experiment was conducted with a well-trained subject, one of the
subjects used for the point-source experiments.
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4.4 Results

4.4 Results

4.4.1 Point-source intensity experiment

The mean luminance contrast detection thresholds of all subjects are shown in Fig-
ures 4.7 to 4.9, for point-source positions of 7◦, 15◦ and 30◦, respectively. These
figures show luminance contrast detection threshold Cth (ordinate) as a function of
the point-source illuminance (abscissa). The luminance contrast detection thresh-
old Cth was calculated as Equation 3.1. For descriptive purposes, results of the
reference conditions without the point source were plotted at the left end of the
graph, which is noted as “Ref.” on the abscissa, with square and triangle symbols.
The error bars are one standard deviations of the mean.

The results show that higher point-source illuminances basically cause higher
detection thresholds, which means lower visual performance. The steeper gradient
for the closer point source (Figure 4.7) shows that the effect of the luminous
intensity of the source is higher than at larger angles.

Additionally, the relationship between the results of two reference conditions
suggests that higher effective adaptation luminances cause higher detection thresh-
olds. Because the point source is absent in both conditions, the difference between
them is only the adaptation background luminance, which indubitably correlates
with the effective adaptation luminance at the task point. Assuming that the
surrounding luminance effect can be neglected for the reference conditions, the
effective adaptation luminances for the reference conditions are nearly equal to
the adaptation background luminance.

These results clearly suggest that the presence of the point source increases
the effective adaptation luminance at the task point. For example, in Figure 4.7,
the detection threshold at the point-source illuminance of 5.4 lx (at an adaptation
background luminance of 0.2 cd m−2) is very close to that for the reference condi-
tion at an adaptation background luminance of 2.0 cd m−2, shown as the square
symbol plotted at the left end of the graph. In this case, the effective adaptation
luminance of the 5.4 lx point-source condition can be estimated to be close to
2.0 cd m−2. Further analysis of this point is discussed in Section 4.5.1.
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Figure 4.7: The mean luminance contrast detection thresholds for all subjects for a point-source
position of 7◦ in the point-source intensity experiment
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Figure 4.8: The mean luminance contrast detection thresholds for all subjects for a point-source
position of 15◦ in the point-source intensity experiment
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Figure 4.9: The mean luminance contrast detection thresholds for all subjects for a point-source
position of 30◦ in the point-source intensity experiment

4.4.2 Point-source position experiment

The mean luminance contrast detection thresholds of all subjects are shown in Fig-
ures 4.10 and 4.11 for the near-point-source conditions and the far-point-source
conditions, respectively. All conditions in each figure were conducted in one exper-
imental session for each subject. For comparison purposes, results of the reference
conditions in the same experimental session were plotted in the same figures, at
the left end of each graph.

The experimental results are basically consistent with those of the point-source
intensity experiment. The point-source condition results suggest that a nearer
point source increases the effective adaptation luminance more. Note that the
illuminance from the near-point-sources is only 3 lx while that from the far-point-
source is 45 lx, which is 15 times higher. If the illuminance of the far-point-sources
had been the same as that of the near-point-sources, the thresholds would have
been much lower than those shown in Figure 4.11 and the effect would have been
too small to measure by the experiment. By contrast, the detection threshold
for 5◦ is much higher than others, even though the point source has only 3 lx
of vertical illuminance at the subject’s eye position. It is reasonable that the
difference in the detection threshold, which implies a difference in the effective
adaptation luminance, was caused by changes of the surrounding luminance effect
due to the positions and the illuminances of the point source.

53



4 Effect of a Surrounding Point Source on the Peripheral Adaptation

0.06
0.07
0.08
0.09
0.10
0.11
0.12
0.13
0.14
0.15
0.16
0.17
0.18
0.19
0.20

3 4 5 6 7 8 9 10 11 12 13 14 15

Th
re

sh
o

ld
 C

o
n

tr
as

t 

Point Source Position (deg.) 

Point Source (5 deg.-15 deg.)

Reference 2.0 cd/m²

Reference 0.2 cd/m²

Ref. 

Figure 4.10: The mean luminance contrast detection thresholds for all subjects for the near-point-
source conditions and associated reference conditions in the point-source position ex-
periment
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Figure 4.11: The mean luminance contrast detection thresholds for all subjects for the far-point-
source conditions and associated reference conditions in the point-source position ex-
periment
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Detection thresholds for the reference conditions with an adaptation background
luminance of 2.0 cd m−2 are 0.105 and 0.111 in Figures 4.10 and 4.11, respectively.
Those with an adaptation background luminance of 0.2 cd m−2 are 0.071 and 0.068.
The differences between the experimental sessions, which are smaller than the
differences between the results of the conditions in an experimental session, mean
that the experiment has sufficient repeatability to compare the results between
the sessions.

4.4.3 Uniform experiment

The results of the uniform experiment are shown in Figure 4.12. This figure shows
luminance contrast detection threshold (ordinate) as a function of the adaptation
background luminance (abscissa). Each point represents the mean of repeated
trials with one subject. The numbers of trials are nine for the adaptation back-
ground luminance of 0.2 cd m−2 and four to six for the other luminance levels. The
error bars show one standard deviation of the mean.

Even though the data have some variation, the trend clearly shows that the
detection threshold is linear to the logarithm of the adaptation background lumi-
nance. The solid line in Figure 4.12 is a regression line with an equation:

Cth = a log10 Lv,effective + b (4.5)

where Lv,effective is the effective adaptation luminance and a and b are regression
coefficients. For the uniform experiment, the effective adaptation luminance can
be considered equal to the adaptation background luminance because there is
no point sources affecting the effective adaptation luminance. The regression
line shows good agreement with the experimental results. This tendency is also
consistent with results of the adaptation background luminance experiment by 11
subjects, shown in Figure 3.6.
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Figure 4.12: The mean luminance contrast detection thresholds for repeated trials with one subject
in the uniform experiment

4.5 Discussion

4.5.1 Surrounding luminance effect with respect to the
point-source luminous intensity

Even though the point-source intensity experiment results show a tendency for the
point source to increase the effective adaptation luminance, the results give only
detection thresholds and do not indicate the effective adaptation luminance for
each condition directly. However, by using Equation 4.5, the effective adaptation
luminance for the point-source intensity experiment results can be determined
from the detection thresholds in Figures 4.7 to 4.9. The steps are: first, deter-
mine the coefficients a and b in Equation 4.5 by substituting the reference condi-
tion results (two sets of the adaptation background luminance and the detection
threshold); then, calculate the effective adaptation luminance for each condition,
by substituting the detection threshold to the equation determined in previous
step. This calculation removes the inter-session deviation, which appears in the
variation of the reference condition results among Figures 4.7 to 4.9.

To compare with the results of the experiment, the effective adaptation lumi-
nance Lv,effective were also calculated by using three models:

1. Lv,effective = Lv,local+Lv,veil, Lv,veil is calculated by the Stiles-Holladay formula
(Equation 4.2);
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2. Lv,effective = Lv,local + Lv,veil, Lv,veil is calculated by the CIE general disability
glare equation (Equation 4.3); and

3. Lv,effective = Lv,local+Lv,veil, Lv,veil is calculated by the Stile-Crawford formula
(Equation 4.4).

For the model calculations, Lv,local was assumed to be equal to the adaptation
background luminance, which was 0.2 cd m−2. In Models 1 and 2, θ was interpreted
as the visual angle between the target and the point source. For Model 2, the
average age of subjects (46 years) and an eye pigment factor of 0.5 (brown) were
employed to calculate the CIE general disability glare equation.

The calculated effective adaptation luminances Lv,effective as functions of the
point-source illuminance are shown in Figure 4.13. For the point-source positions
of 7◦ and 15◦, Model 3 shows the best prediction, especially for 7◦. The results of
these conditions support that the surrounding luminance effect on the peripheral
adaptation state can also be described as the veiling luminance. Evidence for non-
linear factors, such as the lateral neural interaction, is not observed. Additionally,
the magnitude is more consistent with the Stiles-Crawford formula, which is for
the peripheral vision, rather than the foveal models.

However, all models overestimate the effective adaptation luminance for the
point-source position of 30◦. This is probably due to the deviation between Equa-
tion 4.5 and the real function for the detection threshold of the effective adap-
tation luminance. The real effective adaptation luminances for 30◦ should be
slightly more than 0.2 cd m−2 (adaptation background luminance) and less than
0.3 cd m−2. The uniform experiment results do not demonstrate that Equation
4.5 applies accurately in this low-level range. The real function may have a local
minimum in this range. If this is true, the deviation between the models and
experimental data for the point-source position of 30◦ can be explained. Whether
or not, in terms of the uncertainty of the experimental method and analysis, the
results of conditions with closer/brighter point sources are more reliable for esti-
mating the surrounding luminance effect on the adaptation state.

How significant is the surrounding luminance effect of glare from road lighting
luminaires, assuming that the surrounding luminance effect can be predicted with
the Stiles-Crawford formula? To evaluate this impact, the mesopic luminance
of a test object was calculated for each lighting class in the CIE road lighting

57



4 Effect of a Surrounding Point Source on the Peripheral Adaptation

0.1

1.0

0.1 1.0 10.0

Ef
fe

ct
iv

e
 A

d
ap

ta
ti

o
n

 L
u

m
in

an
ce

 (
cd

/m
2
) 

Point Source Illuminance (lx) 

Model 1, 7° Model 1, 15° Model 1, 30°

Model 2, 7° Model 2, 15° Model 2, 30°

Model 3, 7° Model 3, 15° Model 3, 30°

Point Source 7° Point Source 15° Point Source 30°

Figure 4.13: The effective adaptation luminances determined from the experimental results and the
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respectively. Lines show the effective adaptation luminance from the models; solid,
short dashed, and long dashed lines correspond to the Models 1, 2, and 3, respectively
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recommendations in CIE 115:2010 [8]. The CIE recommendations, based on the
road surface luminance, have requirements for an upper limit of the threshold
increment (TI). TI is determined from the average luminance of the road surface
and the veiling luminance (from direct light from the luminaires) calculated with
the Stiles-Holladay formula [84]. Thus, when assuming a road lighting installa-
tion that has the average luminance of the road surface and the TI listed in the
recommendations, the surrounding luminance effect on the adaptation state and
the mesopic luminance of a test object can be calculated. In this calculation, the
S/P ratio is assumed to be 2.4, which is the highest among those of commercially
available sources listed in IES TM-12-12 [66]. It was also assumed that the dif-
ference between the vertical illuminance and the normal illuminance from glare
sources can be neglected. This assumption allowed determining the surrounding
luminance effect just by multiplying 1.6 to the veiling luminance based on the
Stiles-Holladay formula.

Table 4.1 shows the calculation comparing two mesopic luminances of a test
object, the photopic luminance of which is 1 cd m−2. One (in the eighth column)
is calculated using Model 3 for the effective adaptation luminance calculation;
another (in the 11th column) is calculated assuming that the effective adaptation
luminance is equal to the average luminance of the road surface, neglecting the
surrounding luminance effect. The right-end column shows the difference of the
two mesopic luminances in per cent. Based on this analysis, the surrounding
luminance effect decreases the mesopic luminance of a test object by at most
4.67 %.

Note that these calculated differences in the mesopic luminance can be con-
sidered close to the largest estimations, when assuming the observers’ eye move-
ment is fixed. Lower S/P ratios or lower TI would make the differences smaller.
However, when taking observers’ eye movements into account, and when the sur-
rounding field of view is darker than the road surface as is usual in road lighting
scenes, the surrounding luminance effect may be more significant. This is because
the local luminance Lv,local in the models can be considered the average luminance
on where a peripheral task point on the retina is focused, and the average lumi-
nance is lower than the average luminance of the road surface when the peripheral
point scans the surrounding darker area. For this point, further study with real
luminance distribution data will be described in Chapter 5.
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4.5 Discussion

4.5.2 Surrounding luminance effect with respect to the
point-source position

To compare the results of both point-source experiments with the veiling lumi-
nance models in Section 4.2 with respect to the point-source position, the sur-
rounding luminance effect per one lux was estimated for the experimental results.
The steps are:

1. Determine an effective adaptation luminance for each detection threshold in
the same manner stated in Section 4.5.1;

2. Calculate the surrounding luminance effect, Lv,veil in Equation 4.1, by sub-
stituting the effective adaptation luminance determined in the first step and
the local luminance. For this calculation, the adaptation background lumi-
nance, which was always 0.2 cd m−2 for all point-source conditions, was used
as the local luminance; and

3. Divide the surrounding luminance effect by the vertical illuminance Ev,vertical

or the normal illumiance Ev,n for each condition to cancel the difference of
the illuminances between the conditions.

The determined surrounding luminance effects per one lux of the vertical illu-
minance or the normal illuminance for each condition are shown in Figure 4.14.
Both results for the point-source intensity and position experiments are plotted in
the same figure with different symbols. As shown in this figure, the difference be-
tween the vertical illuminance and the normal illuminance is not significant when
evaluating the angular characteristics of the surrounding luminance effect.

Three existing veiling luminance models are plotted as thin lines in Figure
4.14. Those are the Stiles-Holladay equation [82] (Equation 4.2), the CIE general
disability glare formula [89] (Equation 4.3), and the Stiles-Crawford equation [88]
(Equation 4.4). As shown in Figure 4.14, none of them seems to predict the
experimental results well over the whole range of the visual angle. The trend of
the experimental results seems steeper than those of the existing models.

Thus, a new model was developed to provide a more accurate prediction of
the experimental results. Unfortunately, it was decided that the results for 5◦

should not be taken into account for the new model. Although the process to
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4 Effect of a Surrounding Point Source on the Peripheral Adaptation

determine the effective adaptation luminance relies on the linear relation between
the detection threshold and the logarithm of the effective adaptation luminance,
it has been verified only over a range between and around the two levels of the
adaptation background luminances for the reference conditions, as shown in the
uniform experiment results in Figure 4.12. However, the result for 5◦ is outside
the range over which the linear relation has been shown. The new model, which
is based on a regression line for the surrounding luminance effect per one lux for
all experimental results, is:

Lv,veil = 260
θ3 Ev,vertical. (4.6)

It is plotted as a thick line in Figure 4.14. The graph shows that the new model
can predict the experimental results better than the existing models.

The experimental results do not give any suggestion as to why the new model
is different from the existing models. However, hypotheses can be deduced from
existing knowledge. Possible causes of the difference are the difference of the
receptive field size between fovea and the peripheral field, or a difference in the
amount of stray light inside the eyes. For example, larger receptive fields for retinal
ganglion cells in the peripheral field than in the fovea [90] can be considered as
a reason for the larger surrounding luminance effect than is expected from the
Stiles-Holladay equation, which predicts foveal veiling luminance.

The deviation between the Stiles-Crawford equation and the results may be due
to the difference in the positions of the target and the point sources. While the
experiments in this chapter employed only one target position, the eccentricity of
which is 10◦, their experiments employed a number of target eccentricities from
5◦ to 50◦. The azimuthal angle of the target in their experiments also varied from
0◦ to 270◦ depending on the eccentricity [88].

There are some limitations to the model. First, the model represents only the
task performance at the particular task point. Also, the angular characteristic was
measured in a particular direction, which was right above the task point. When
the locations of task point or the direction of the source is different, the angular
characteristic may also be different from the model. A lower limit of the visual
angle that the model can be applied is also unclear. Further research is needed to
overcome those limitations.

However, when the luminaires on streets or roads are the main sources of the

62



4.5 Discussion

surrounding luminance effect, it is reasonable to apply the new model. This is
because the adaptation patterns for the point-source conditions are analogous
to typical street or road lighting scenes: The bright bottom part of the screen
corresponds to a lit road surface and the point source corresponds to a luminaire.
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Figure 4.14: The surrounding luminance effects from the experiments (symbols) and the veiling lu-
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5 Adaptation Luminance Simulation
for Mesopic Photometry

5.1 Introduction

The experiments in Chapter 3 suggest that the adaptation field definitions for
the mesopic photometry system should take the surrounding luminance effect
(abbreviated as SLE in this chapter) and the eye movement (EM, likewise) of
observers into account. Moreover, in Chapter 4, the SLE has been investigated and
characterized. On the other hand, some researches using eye tracking techniques
studied EMs of drivers and pedestrians, and give some data for various situations
[10,70–73,91].

However, there is still difficulty to define the adaptation fields for real lit scenes
because it is unknown how those factors interact with the luminance distribution
(LD) of lit scenes and each other. Although some studies have taken both EMs and
LDs into account to investigate the adaptation luminance [70–72], no study has
taken all three factors into consideration. Moreover, the studies that considered
both EMs and LDs mainly discussed luminance falling on the fovea, whereas the
mesopic photometry system implementation needs to determine the peripheral
adaptation luminance.

Therefore, this chapter proposes and verifies a numerical simulation method
for the peripheral adaptation luminance for mesopic outdoor lit scenes, thereby
taking into account all three factors: LD, EM, and SLE. Also, the simulation
method was applied to real outdoor LDs to test two possible simple predictors for
the adaptation luminance.
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5 Adaptation Luminance Simulation for Mesopic Photometry

5.2 Factors affecting the adaptation luminance

5.2.1 Coordinate systems for the simulation

Earlier studies have pointed out some factors that influence the adaptation state
of observers. In this chapter, those factors are categorized into three types: LD,
EM, and SLE. Additionally, this study introduces an idea named “area of mea-
surement”, which will be described in a later section.

To model the four factors and derivatives from them as distribution functions
in the field of view, two coordinate systems are introduced (Figure 5.1). One
coordinate system is a spherical coordinate system (α, β), where α is the horizontal
angle and β is the vertical angle, to basically present the position on the retina.
This will be referred to as the “retinal coordinate system”. Another coordinate
system is also a spherical coordinate system that has the same structure with
different symbols (α′, β′) but fixed to the world outside the observer, not to the
observer’s visual system. This will be referred to as the “object coordinate system”.
Both coordinate systems share the origin at the observer’s eye position as shown
in Figure 5.1. When discussing the adaptation state of an arbitrary peripheral
point in the field of view, the point (α, β) = (0, 0) in the retinal coordinate system
corresponds to a peripheral point, not the fovea. The point (α′, β′) = (0, 0) in the
object coordinate system is a point corresponding to the point (α, β) = (0, 0) in
the retinal coordinate system when the observer looks at an “original point” in
the object coordinate system. Since the position of the original point does not
matter for the simulation process, it is not given specifically. When the observer
moves his/her line of sight, the retinal coordinate system follows the movement
while the object coordinate system does not.

5.2.2 Luminance distributions

The LD of a lit scene is a fundamental factor for the adaptation luminance. Usu-
ally, the luminance range for outdoor lighting at night is much wider than that
for indoor lighting. According to the CIE road lighting recommendations, CIE
115:2010, average luminances of 0.3 cd m−2 to 2.0 cd m−2 are recommended [8].
Since a certain level of non-uniformity is allowed in the recommendation, the min-
imum luminance, usually at the end of lit areas, may be 0.1 cd m−2. On the other
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Observer 

α  

(0, 0) 
β 

βʹ 

αʹ  

Object coordinate system 
(Outside world) 

Retinal coordinate system 
(Inside of the visual system) 

(0, 0) 

Figure 5.1: The object coordinate system and the retinal coordinate system. Both coordinate sys-
tems share a pivot at the observer’s eye position

hand, there may be various bright light sources, such as luminaires, headlamps
of oncoming cars or luminous signs, in the same scene. For example, some lu-
minaires have a luminance of more than 10 000 cd m−2. In this chapter, a LD is
expressed as a photopic luminance level function Lv(α′, β′) with respect to the
object coordinate system (α′, β′).

5.2.3 Eye movements

In this study, the EM is modeled as a two-dimensional (2D) Gaussian probability
density distribution fEM(α′, β′) with no correlation expressed as:

fEM(α′, β′) = 1
2πσα′σβ′

exp

−1
2


(

α′

σα′

)2

+
(

β′

σβ′

)2

 dα′dβ′ (5.1)

where σα′ and σβ′ are standard deviations (SD) for the horizontal and vertical
directions. This function is defined with respect to the object coordinate system.
It should be noted that the EM function is centered at the origin of the object
coordinate system so that it just expresses relative movements of the line of sight.
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5.2 Factors affecting the adaptation luminance

Table 5.1 is a summary of existing studies regarding the extent of EMs for
drivers and pedestrians. Assuming a 2D Gaussian distribution, the SD for the
vertical and horizontal directions can be determined from each study. The EM
distribution is the narrowest in the rural driving sequence [72]. For drivers on a
main road and a residential street, the extent is marginally wider than that on the
rural road [71,73]. Especially, the horizontal SD on the residential street is nearly
1.8 times wider than that for the rural road. The study with pedestrians shows
the widest EM distribution. Pedestrians move their line of sight much wider than
drivers [91]. Note that the horizontal SD for pedestrians determined by Foulsham
et al. [91] is based on the EM in a “head-centered” frame. The real SD, which is
in a “world-centered” frame, may be different.

5.2.4 Surrounding luminance effect

As shown in Chapters 3 and 4, the SLE is an increment of the adaptation lumi-
nance at a point in the field of view caused by the surrounding luminance and can
be characterized with the veiling luminance model in Equation 4.6. The model
is used to predict the SLE at a task point from a surrounding source, but it also
can be converted to a function to predict the SLE due to a point source for its
surrounding area. The SLE function fSLE due to a small square source causing a
luminance of 1 cd m−2, the size of which is dα × dβ in visual angle, can be derived
from Equation 4.1 as:

fSLE(α, β) = 260
θ3 dω (5.2)

where

θ = tan−1
√

tan2 α + tan2 β (5.3)

dω = 4 sin−1
(

sin dα

2
sin dβ

2

)
. (5.4)

The dω is the solid angle of the image of a small source in the retinal coordinate
system. The SLE function fSLE(α, β) is a function in the retinal coordinate system,
with the source causing the SLE at the coordinate origin.

Note that the range of (α, β) over which Equation 5.2 is applied should be
limited because Equation 4.6 is modeled based on experiments with a limited
angle range. Specifically, the model may overestimate the SLE in an area just
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5 Adaptation Luminance Simulation for Mesopic Photometry

adjacent to the source. Thus, in this study, Equation 5.2 is just applied to a range
outside a threshold angle θth for θ. For inside θth, fSLE is defined as:

fSLE(α, β) =
1 −

∫∫
Dout fSLE(α, β)dαdβ∫∫

Din
dαdβ

(5.5)

where

Dout = {(α, β)|θ ≥ θth} (5.6)

Din = {(α, β)|θ < θth} (5.7)

which is uniform inside θth. The second term of the numerator, which is the inte-
gration of the function outside of θth, means the subtraction of the light scattered
outside of θth from the light coming from the direction (α, β) = (0, 0). It adjusts
the global integration of fSLE(α, β) to one.

5.2.5 Area of measurement

This study takes an approach to determine an average adaptation luminance for an
area of measurement (AOM). The AOM is an area that is illuminated by a lighting
installation to be tested and is measured photometrically to verify the installation.
For example, a road surface that the lighting design intends to illuminate is the
AOM. The road surface is usually seen as a trapezoidal area from drivers’ view
point.

For the adaptation luminance simulation, AOM is modeled as a 2D function
fAOM(α′, β′) with respect to the object coordinate system (α′, β′). This function
takes a value of one for inside the AOM and zero for outside the AOM.

5.3 Simulation method

The simulation method in this study integrates the four factors, the LD, the EM,
the SLE, and the AOM, into an adaptation luminance of the AOM.

To simplify the simulation process, some assumptions are introduced. The first
assumption is that the four factors are independent each other. The simulation
method neglects possible correlations between the EMs and the LDs due to ob-
servers’ aversive behavior to glare sources. In most cases, this simplification is
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5.3 Simulation method

considered to increase simulated adaptation luminances. When the S/P ratio of
the light source is more than one, a higher adaptation luminance corresponds
to lower mesopic quantities, which means underestimation of the lighting effect.
Therefore, the error caused by the assumption can be considered on the safe side.

The second assumption is that the observers never rotate their head around an
axis of the line of sight. Observers sometimes tilt their head to a side, but this
was considered negligible in the simulation.

The third assumption is that the SLE, modeled as Equation 5.2, is the same for
each point in the field of view and forms a complete solid of revolution centered
at a source (a point at θ = 0). As shown in the difference between the Stiles-
Holladay formula [82] for the fovea and the Stiles-Crawford formula [88] for the
peripheral field of view, coefficients in Equation 5.2 may depend on the position
in the field of view. Additionally, even for a point in the field of view, the veiling
luminance caused by a source may vary depending on the azimuthal angle from
the source. This non-uniformity of the SLE has been studied for the fovea [92];
however, enough data is not available for the peripheral SLE at present.

The simulation method consists of the following four steps:

1. Effective luminance distribution calculation;

2. Adaptation luminance distribution calculation;

3. AOM hit probability distribution calculation; and

4. Adaptation luminance calculation.

Each step will be explained in the following sections. All distributions (functions)
derived in the simulation steps are with respect to the retinal coordinate system.

5.3.1 Effective luminance distribution

The effective luminance is the luminance after taking the SLE into account. It is
the adaptation LD when the observer’s line of sight is fixed. In this case, if there
were no SLE, then each point of the retina would adapt to a nominal luminance
from each direction. However, light from each direction slightly scatters to an
area surrounding the corresponding point in the retinal coordinate system, as
characterized as the SLE function. As a result, SLEs due to the light from each
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5 Adaptation Luminance Simulation for Mesopic Photometry

direction overlap each other and slightly diffuse the LD projected on the retinal
coordinate system.

In this step, since the observer’s line of sight is assumed to be fixed at the
original point for the effective LD, the LD projected to the retinal coordinate
system Lv(α, β) is determined from Lv(α′, β′) by substituting as (α, β) = (α′, β′).
Then the effective LD Lv,effective(α, β) can be calculated by convolution of the
projected LD and the SLE as:

Lv,effective(α, β) = (Lv ∗ fSLE)(α, β). (5.8)

5.3.2 Adaptation luminance distribution

Although the effective LD is the adaptation LD when the line of sight is fixed,
actually observers’ line of sight moves as expressed by the EM function. If a point
in the retinal coordinate system looks at two points with 50-50 probability due to
the EM, the adaptation luminance can be considered the average of the effective
luminances for the two points. Generalizing this concept, each point of the retinal
coordinate system adapts to an average effective luminance weighted by the EM.
This process can be expressed as:

Lv,a(α, β) = (Lv,effective ∗ fEM)(α, β) (5.9)

where Lv,a(α, β) is the adaptation LD. The fEM(α, β) is derived from fEM(α′, β′)
just by substituting as (α, β) = (α′, β′).

5.3.3 AOM hit probability distribution

Each point on the retinal coordinate system has different probability to look inside
the AOM, depending on the EM. For instance, a pedestrian’s lower parts of the
retinal coordinate system more probably look at a street surface (AOM) than
upper parts of the retinal coordinate system. The probability for each point on
the retinal coordinate system to look inside AOM, PAOM(α, β), can be calculated
as:

PAOM(α, β) = (fAOM ∗ fEM)(α, β). (5.10)

This function is referred to as “AOM hit probability distribution”.
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5.4 Verification of the simulation method

In other words, this equation expresses that the EM spreads the retinal image
of the AOM over a large area. In the next step, an adaptation luminance is
determined for the spread AOM projection in the retinal coordinate system.

5.3.4 Adaptation luminance

Finally, the adaptation luminance of the AOM, which is the average adaptation
luminance weighted with the AOM hit probability distribution, is derived as:

Lv,a,AOM =
∫∫

Lv,a(α, β)PAOM(α, β)dαdβ∫∫
PAOM(α, β)dαdβ

(5.11)

where Lv,a,AOM is the adaptation luminance of AOM.

5.4 Verification of the simulation method

5.4.1 Method

To verify whether the adaptation luminance simulation method can predict the
real adaptation luminance accurately, the simulation method was applied to the
adaptation patterns used in the point-source intensity experiment in Chapter 4.

Totally 12 LDs for the adaptation patterns (three point source positions × four
point source luminous intensities) in Figure 4.2 were generated from the design
of the patterns. The resolution of the LDs was set at 0.2 ◦/pixel. The size, the
location, and the luminance of the illuminated area in the adaptation patterns
were simulated in the LDs as stated in Section 4.3.1. The luminance of other
area was deemed to be 0 cd m−2. The point source was assumed a Lambertian,
circular, and uniform source, the diameter of which is a visual angle of 1.8◦. The
luminance was calculated from the vertical illuminance at the eye position, by
using the Lambert’s cosine law and the photometric distance law (the inverse
square law).

The EM was assumed uniform in the 2◦ × 5◦ oval area in which the fixation
point moved in the adaptation phase. The function fSLE(α, β) in Section 5.2.4
was employed as the SLE without any changes. The AOM was set as an isosceles
trapezoidal area horizontally centered in the patterns. The upper side and the
lower side were positioned at 2.5◦ and 7.5◦ below the center of the fixation area.
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The length of the upper and the lower side of the trapezoidal area were set at 9.8◦

and 29.4◦ visual angle, respectively, which corresponding a six meter width road
so that the task point is inside the AOM.

From these functions, the adaptation luminance of the AOM was calculated ac-
cording to the simulation method in Section 5.3. Then, the results were compared
with the empirical effective adaptation luminance calculated in Section 4.5.1.

5.4.2 Results

The comparison of the simulated and the empirical adaptation luminance is shown
in Figure 5.2.

The graph clearly shows that the simulation results behavior agrees with that
of the empirical adaptation luminance quite well. The trend that the adaptation
luminance increases with the luminous intensity of the point source is well repro-
duced by the simulation. In both the simulation and the experimental results, the
closer point source affects the adaptation luminance more significantly.

The simulation error is also acceptable. The error of the adaptation luminance is
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Figure 5.2: Comparisons of the simulated adaptation luminance and the effective adaptation lumi-
nance in the point-source intensity experiment
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15.2 % on the average and 32.1 % on the maximum. Assuming a worst case, which
takes a real photopic adaptation luminance of 0.3 cd m−2 and an S/P ratio of 2.4,
errors of a mesopic test luminance associated with the average and the maximum
adaptation luminance errors are 1.61 % and 3.86 %, respectively. From a practical
perspective, these values are sufficiently small comparing the uncertainty of road
lighting measurements.

5.5 Testing simple predictors with the adaptation
luminance simulation

5.5.1 Method

Even though the simulation method shows good performance to estimate the adap-
tation luminance, applying the method to each lighting design is burdensome for
lighting designers, which design a number of lighting installations. They usually
need simple predictors that can be calculated and verified easily. For example,
the average luminance of a specific area is preferable. This is the idea of the
adaptation field.

Thus, in this section, two possible adaptation luminance predictors are proposed
and tested with the simulation method. The predictors are the average luminance
of whole scene (LD) and the average luminance of the AOM. To test them, the
simulation method described in Section 5.3 was applied to real LD examples.

Totally 16 LDs of real lit scenes were employed for the simulation. They consist
of nine scenes of sidewalks in an urban area and seven scenes of walkways in a
park (see Figures 5.3 and 5.4). The luminance levels of the urban area scenes
are basically higher than those of the park scenes because those scenes contain
more bright sources such as signs, luminaires, headlamps of cars, etc. All LDs
were measured with a calibrated imaging luminance meter developed in Panasonic
corporation, which can measure from 0.1 cd m−2 to 10 000 cd m−2 of luminance
with a high dynamic range (HDR) technique. The visual angles covered by the
LDs were 42.5◦ × 32.4◦. Although each LD is actually a LD of a plane, in this
simulation, it was assumed to be a LD in the object coordinate system. Note that
this assumption causes distortion of the LDs and some error in the simulation
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Urban 1 Urban 2 

Urban 4 Urban 5 

Urban 7 Urban 8 Urban 9 

Urban 3 

Urban 6 

Figure 5.3: Luminance distribution examples: Sidewalks in urban area. Areas delineated with dashed
lines are AOMs

Park 1 Park 2 

Park 6 Park 7 

Park 3 Park 4 Park 5 

Figure 5.4: Luminance distribution examples: Walkways in a park. Areas delineated with dashed
lines are AOMs
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results. The solid angle of a pixel at a corner of the LDs under this assumption
is 36.7 % larger than the real solid angle of the pixel. However, the distortion is
smaller for pixels closer to the center of the LD. The number of pixels of the LDs
was originally 1392 × 1040, but the resolution was reduced to 139 × 104 to reduce
the amount of calculation. The error on the average luminance of the whole scene
caused by the resolution reduction is 0.36 % at most, which is not significant. At
the reduced resolution, one pixel covered nearly 0.38◦ × 0.38◦ of visual angle.

Three types of EMs were employed for the simulation. All EMs were modeled
as 2D Gaussian functions, as Equation 5.1, with various SDs. The SDs were
σα′ = 1.2◦/σβ′ = 1.2◦ (small EM), σα′ = 2.2◦/σβ′ = 1.5◦ (midsize EM) and
σα′ = 10◦/σβ′ = 5◦ (large EM), which correspond to drivers on rural road, drivers
on a residential street and pedestrians, respectively (see Table 5.1). Tentatively,
θth took a value of 1◦.

Since the sidewalks and the walkways have various geometric dimensions, the
AOM is not the same for all LDs. In the simulation, the AOM was defined as
an area that is delimited with horizontal lines 2.5◦ and 7.5◦ below the vanishing
point of the LD image, and the two side edges of the sidewalk or the walkway.
The AOMs are shown in Figures 5.3 and 5.4 as delineated areas.

The resolutions of all functions involved in the simulation are adjusted to be
the same as the LDs.

5.5.2 Results

The simulated adaptation luminance and the two predictors for each LD are plot-
ted in Figures 5.5 to 5.7. Figures 5.5, 5.6, and 5.7 are based on the small EM, the
midsize EM and the large EM, respectively. For all of the figures, open squares
show the simulated adaptation luminances; filled diamonds are the average lu-
minances of whole scene, and the filled circles are the average luminances of the
AOM.

For the small EM and the midsize EM, the simulated adaptation luminances
are very close to the average luminances of the AOM and far from the average
luminances of the whole scene. This means that the adaptation luminance could
be simply predicted with the average luminance of the AOM.

For the large EM in Figure 5.7, the tendency is slightly different from that of
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Figure 5.5: Simulated adaptation luminance with small EM
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Figure 5.6: Simulated adaptation luminance with midsize EM
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Figure 5.7: Simulated adaptation luminance with large EM

the other EMs. For the Urban 4, Urban 7 and Urban 8 scenes, the simulated
adaptation luminances are closer to the average luminances of whole scene than
those of the AOM. Also, for other scenes, the simulated adaptation luminances
tend to be higher than those for the small or the midsize EM in Figure 5.5 or 5.6.
However, those simulation results are still closer to the average luminance of the
AOM.

Unexpectedly, the average luminance of whole scene is always higher than
the average luminance of the AOM. This is because the LDs include very high-
luminance light sources, such as luminaires or headlamps of cars.

5.6 Discussion

5.6.1 Applicability of the simulation method

As shown in Section 5.4, the simulation method shows accurate adaptation lu-
minance estimations for the LDs used in the point-source intensity experiment
in Chapter 4. These results do not verify the SLE model since the model was
established based on the same experiment. However, the results support that the
simulation method combine the EM, the AOM, and the SLE appropriately. Be-
cause the LDs roughly mimic typical nighttime road lighting scenes, the simulation
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method can be considered applicable to such scenes.
The correlation between the simulation result and the adaptation luminance

may depend on the relative size of the AOM with respect to the other factors, the
position of the AOM, and the LDs. To verify whether the simulation method is
generally applicable or not, adaptation luminances for various LDs are necessary.
Although such data sets can be found in a recent study [93], the data variation
is still not enough. Understanding limits of the simulation method application
unfortunately remains an issue.

Another remaining issue is that it can be applied only to static LDs at present.
To apply the simulation for sequential LDs representing dynamic luminance distri-
bution changes, e.g. LDs along a driving course, a time constant of the peripheral
adaptation state needs to be determined. Then, the dynamic change of adaptation
luminance can be simulated from the sequential LDs.

5.6.2 Are HDR LDs necessary for the simulation?

To verify if the HDR technique is critical for the simulation, the same simulation
method was applied to non-HDR LDs corresponding to three different exposure
levels. Each non-HDR LD was obtained by applying only one optics-electronic
conversion function, corresponding to one exposure level, to the original HDR
LDs. The maximum measurable luminance for each exposure level is 20.54 cd m−2,
10.27 cd m−2, and 5.14 cd m−2. Thus, luminances in each original LD more than
the maximum value are saturated at the maximum luminance in each non-HDR
LD. The luminance resolution for each exposure level, which slightly depends on
the luminance, is at most 0.090 cd m−2, 0.045 cd m−2, and 0.025 cd m−2, respec-
tively.

The average ratio of the simulated adaptation luminances for non-HDR LDs to
those for the original HDR LDs are shown in Figure 5.8. It is suggested that the
simulated adaptation luminance significantly decreases without HDR LDs. This
is because of LDs that have high-luminance parts cannot be measured correctly
unless the HDR technique is used, and, especially for the large EM, such high-
luminance parts affect the adaptation luminance.
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Figure 5.8: Ratio of the simulated adaptation luminance for non-HDR LD to that for the HDR LD.
The simulations were done with the large EM and the small EM

5.6.3 An adaptation field definition based on the simulation
results

The simulation results for small and midsize EMs suggest that AOM could be con-
sidered as the adaptation field for those conditions. Since both EMs are based on
drivers’ EM, this result provides a basis for treating the average luminance of the
road surface as the adaptation luminance for motor traffic lighting applications.

For pedestrian traffic lighting, the result shows that the average luminance of
the AOM underestimates the simulated adaptation luminance for the Urban 4,
Urban 7 and Urban 8 scenes. These scenes have luminaires near the AOM or
many light sources, such as signs and headlamps, above the AOM. Because the
SLE is constant for all simulations, these differences are mainly due to the EM.
An idea to predict the adaptation luminance for such scenes is to establish a total
SLE function that includes both EM and the veiling luminance, and to apply it
to bright sources. Since the new SLE depends not only on visual angle between
sources and task point but also on the size of the AOM, further research with
various lit scenes are necessary to establish a general function.

For other scenes that do not have so many sources around the AOM, the average
luminance of the AOM can predict the simulated adaptation luminance reasonably
well even for pedestrians. The average error of the mesopic test luminance based
on the average luminance of the AOM for those scenes is 2.6 %, which can be
considered acceptable.
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It should be noted that these observations and suggestions are based on the
simulation results. The simulation employs some assumptions as stated in Sec-
tion 5.3. Also, the models of adaptation factors involved in the simulation have
accuracy limitations. Furthermore, the number of the LD examples is limited.
Especially, the LDs do not include lit scenes from drivers’ view point. For a more
confident conclusion, more LD examples are needed for the simulation as well
as experimental approaches to measuring real adaptation luminances in real lit
scenes.
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6 Simplified Measurement Methods
for the Mesopic Photometry
System

6.1 Introduction

In many cases, after road lighting is installed, photometric field measurements
are conducted to verify whether the installation conforms to specifications and
achieves the objective of the lighting. These measurements are simple with the
photopic photometry system, which is currently used for lighting design; because
the luminous efficiency function is always the V (λ). All instruments, such as illu-
minance meters or luminance meters, need to realize a relative spectral responsiv-
ity that matches only the V (λ). On the other hand, for the mesopic photometry
system, the field measurement is more complicated. This is because the mesopic
luminous efficiency function Vmes;m(λ) changes depending on observers’ adapta-
tion state, which is caused by the lighting installation itself. As shown in Chapter
2, since the mesopic spectral luminous efficiency function is a combination of that
for photopic vision, V (λ), and that for scotopic vision, V ′(λ), the instruments for
mesopic photometry need to realize both V (λ) and V ′(λ) detectors [94]. Such
instruments will be referred to as “S/P luminance meters” or “S/P illuminance
meters”.

However, S/P luminance/illuminance meters are not widely available at present.
Currently, there is also no field measurement method that is agreed nor approved
in any lighting community. This chapter is going to discuss some options for
mesopic field measurement methods without S/P luminance/illuminance meters
and the error of the methods due to the spectral reflectance of road surfaces.
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6.2 Field measurement methods

6.2.1 Rigorous method adhering to CIE 191

In conventional field measurements for road lighting, the luminances (or the illu-
minances) at grid points on the road surface are measured and utilized as a basis
of lighting calculations. The points to be measured are referred to as “test points”.

As shown in Section 2.3.1, the measurement of the mesopic luminance of a test
point needs two steps: The adaptation luminance measurement (Equations 2.5
to 2.7) and the test luminance measurement (Equation 2.8). The second step,
Equation 2.8, can be transformed into

Lmes;m,t =
mLv,t + (1 − m)L′

v,tV
′(λa)

m + (1 − m)V ′(λa)
(6.1)

where Lv,t and L′
v,t are the photopic and scotopic luminances of the test point.

Thus, both measurements need a S/P luminance meter, because the photopic and
the scotopic luminances are necessary as inputs for Equations 2.6 and 6.1.

However, this type of luminance meter has not penetrated the market yet.
Moreover, the scotopic channel of the S/P luminance meters is supposed to have
lower signal/noise (S/N) ratio than conventional luminance meters in the mesopic
range. This is because photodiodes have lower sensitivity at shorter wavelengths,
which is needed for the V ′(λ). Spectral radiance meters, which are another option
to realize S/P luminance meters, also have a lower S/N ratio for each spectral
channel than filter-type photometers since the incident light is divided into a
number of channels. Overall, the accuracy of S/P luminance meters would be
expected to be lower than that of photopic luminance meters. This may be critical
to measure the mesopic luminance of test points per road lighting measurement
standards. Those standards require luminance meters having a field of view less
than 20 min of arc [95–97]. Luminance meters with a small field of view have lower
S/N ratios. At present, a S/P luminance meter with 2◦ field of view for laboratory
use has been reported [94]. It can measure the luminance level of 0.005 cd m−2

with 1 % standard deviation of the mean by integration within two seconds.
The adaptation luminance measurement is easier than the test luminance mea-

surement in terms of accuracy. According to the investigation in the previous
chapters, the adaptation fields should cover a significant area, i.e. AOM.
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6.2.2 Adaptation SPD method

To avoid using an S/P luminance meter that has a pinpoint field of view, a simpli-
fied field measurement method can be considered by assuming that all test points
in the adaptation field have the same SPD as the adaptation field.

In this method, the parameter m is determined from the photopic and the
scotopic luminance of the adaptation field in the same manner as the rigorous
method by Equations 2.5 to 2.7. By assuming that the SPD of the test point is
approximately equal to that of the adaptation field, the scotopic luminance of the
test point can be approximated from the photopic luminance of the test point and
the S/P ratio of the adaptation field, RSP,a. Then, the mesopic luminance of the
test point can also be estimated as:

Lmes;m,t ≃ L̃mes;m,t = mLv,t + (1 − m)Lv,tRSP,aV ′(λa)
m + (1 − m)V ′(λa)

(6.2)

as derived from Equation 6.1.
The mesopic enhancement factor, Fmes(Lv,a; RSP,a), is the ratio of the mesopic

adaptation luminance to the photopic adaptation luminance [98] as defined as:

Fmes(Lv,a; RSP,a) = Lmes;m,a

Lv,a

= m + (1 − m)RSP,aV ′(λa)
m + (1 − m)V ′(λa)

. (6.3)

By substituting Equation 6.3 into Equation 6.2, the mesopic luminance of the test
point can simply be estimated by:

L̃mes;m,t = Fmes(Lv,a; RSP,a)Lv,t (6.4)

where the scotopic luminance of the test point is no longer required.
Since this method assumes that the relative SPD of every test point is the

same as that of the adaptation field, it could have some error when the SPDs are
different. Such differences can be caused by:

• non-uniformity of the spectral reflectance among test points in the field;

• the variation of SPD of the installed lighting in different directions; and

• existence of other types of light sources that have different SPDs from that
of the installed lighting, etc.
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On the other hand, an S/P luminance meter with a pinpoint field of view is no
longer required; because Equation 6.4 just needs the photopic luminance of the
test point, and does not need the scotopic luminance. An S/P luminance meter to
measure the adaptation luminances is still necessary. However, the S/N ratio of
the scotopic detector output can be larger than that of the S/P luminance meter
used to measure the test points. This is because the adaptation field probably has
a larger field of view than that of the test points, which allows the S/P luminance
meter for measuring the adaptation luminances to have a larger field of view and
more incident light.

6.2.3 Source SPD method

Another approximation method assumes that all SPDs for the adaptation field and
the test points are the same as the known SPD of the light source employed in
the lighting installation. This method requires the light source SPD to be known
or measured separately.

In this method, the scotopic adaptation luminance L′
v,a is approximated from

the photopic adaptation luminance Lv,a and the light source S/P ratio RSP,s as

L′
v,a ≃ RSP,sLv,a. (6.5)

Then, parameter m and the mesopic adaptation luminance Lmes;m,a are cal-
culated with the iterative calculation using Equations 2.5 to 2.7. The mesopic
enhancement factor and the mesopic luminance of the test point are calculated
in the same manner as in the Adaptation SPD method, but also with the source
S/P ratio RSP,s instead of the adaptation field S/P ratio RSP,a.

Although the light reaching observers’ eyes is usually reflected from the road
surface or other objects in the field [99], this method does not take into account the
spectral reflectance of the objects reflecting the light. Therefore, when the spectral
reflectance is not neutral, this method could cause some error. Additionally, this
method could also cause the same type of error as the Adaptation SPD method,
which comes from the non-uniformity of the SPDs in the adaptation field.

However, this method has a unique merit that S/P luminance meters are no
longer necessary provided that the source SPD is known in advance. As with exist-
ing field measurement methods, the measurement can be taken with conventional
luminance meters, the spectral responsivity of which matches the V (λ).
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6.3 Method of error simulation

As described in Section 6.2, the two simplified methods could have errors caused
by discrepancies between their assumptions and the real SPDs in the field. An
error source that is usually observed in road/street lighting scene is the spectral
reflectance of road surfaces and its variation. Thus, an error simulation was con-
ducted using a road surface spectral reflectance library, named the Santa Barbara
Asphalt Road Spectral Library [100,101].

The library has data on 57 spectral reflectances of road surfaces, mainly from
asphalt on roads in Santa Barbara in the United States. It also includes some
other types of spectral reflectance, such as paint on asphalt, concrete, gravel,
green vegetation, etc. The measurement geometry for these data is not the same
as the geometry of drivers or pedestrians observing road surfaces in outdoor lit
scenes. However, the variation of the spectral reflectance is still useful to evaluate
the error of the simplified methods. According to pictures in the database, the
road surfaces were measured in dry conditions. The data of the wavelength range
from 360 nm to 830 nm, at 1 nm intervals, were used for the error simulation.

In the simulation, 42 of them, which are the data for asphalt and paint on
asphalt, were used to calculate the adaptation luminance. Sixteen out of the
42 spectra (38 %) were for road surfaces in good conditions, and 24 out of the
42 (57 %) were for damaged road surfaces, which included cracked road surfaces,
slurry patches and oil spots. Two of them (5 %) were for fresh paint on asphalt,
the colors of which were yellow and white. These spectral reflectance data are
shown in Figures 6.1 to 6.3. This data selection was done under an assumption
that the adaptation field is almost entirely filled with the road surface, which is
implied in Chapter 5. The adaptation field was assumed to consist of the same
proportion as the 42 data. Forty data, except for the road paints, were assigned to
the test points where the errors for the simplified methods were calculated because
the field luminance measurements are not conducted for paints usually.

For convenience in the simulation, it was assumed that the photopic luminance
of every point in the adaptation field, corresponding to each spectral reflectance
datum, was the same. Eleven adaptation luminances were used ranging from
0.1 cd m−2 to 2.0 cd m−2. Three light sources, which were a MH, a HPS, and an
LED, were chosen to calculate the errors. Their SPDs are shown in Figure 6.4.
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Figure 6.1: The spectral reflectance of road surfaces in good condition

0.00

0.05

0.10

0.15

0.20

0.25

350 450 550 650 750 850

R
e

fl
e

ct
an

ce
 

Wavelength [nm] 

Figure 6.2: The spectral reflectance of damaged road surfaces

0.00

0.10

0.20

0.30

0.40

0.50

0.60

0.70

350 450 550 650 750 850

R
e

fl
e

ct
an

ce
 

Wavelength [nm] 

White

Yellow

Figure 6.3: The spectral reflectance of fresh yellow and white paint on a road
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Figure 6.4: The SPDs of the light sources used in the error simulation

The S/P ratios were 1.69, 0.65, and 2.49 for MH, HPS, and LED, respectively.
These values were used as the S/P ratio of the adaptation field in the two simplified
methods and the test points in the Source SPD method.

The simulation was conducted as follows for each photopic adaptation luminance
level. First, the real S/P ratio and the scotopic luminance of each test point and
the adaptation field were determined from the spectral reflectance data, the SPD
of the light sources, and the given photopic adaptation luminance. The S/P ratio
RSP,t,i of a test point i was calculated from the source SPD S(λ) and the spectral
reflectance Ri(λ) as:

RSP,t,i = K ′
m
∫

S(λ)Ri(λ)V ′(λ)dλ

Km
∫

S(λ)Ri(λ)V (λ)dλ
. (6.6)

Since the photopic luminance Lv,t,i in this simulation is equal for all i, the S/P
ratio of the adaptation field RSP,a is given by

RSP,a = 1
n

n∑
i=1

RSP,t,i (6.7)

where n is the number of the test points. The scotopic adaptation luminance
L′

v,a and the scotopic luminance L′
v,t,i of a test point i were determined from their

respective photopic luminances using their respective S/P ratios. Since percentage
error is independent of the luminance of the test point, an arbitrary value was used
for Lv,t.

Second, the real mesopic luminance of a test point Lmes;m,t,i was determined
from Lv,a, L′

v,a, Lv,t,i, and L′
v,t,i by the rigorous method.

89



6 Simplified Measurement Methods for the Mesopic Photometry System

Third, the approximate mesopic luminances of test points L̃mes;m,t,i were cal-
culated by each simplified method. The photopic and scotopic adaptation lumi-
nances for the Adaptation SPD method were the same as the respective values
in the rigorous method. On the other hand, L′

v,a was re-calculated for the Source
SPD method by Equation 6.5.

Finally, errors of the mesopic luminance of test points determined by each sim-
plified method, emethod,i, were calculated as

emethod,i = L̃mes;m,t,i − Lmes;m,t,i

Lmes;m,t,i
(6.8)

These errors were calculated for each simplified method.

6.4 Results of error simulation

6.4.1 Adaptation SPD method

The error distribution for the Adaptation SPD method for each photopic adapta-
tion luminance, for each source, is shown in Figures 6.5 to 6.7. Figures 6.5 to 6.7
show the simulation results with MH, HPS, and LED, respectively.

A common observation among all light sources is that the errors are distributed
in wider range for darker adaptation luminance levels. Furthermore, the extent
of the errors varies between light sources. LED has the largest error distribution,
that of MH is the second largest, and that of HPS is the smallest. The error
distribution range depends on the absolute difference of the S/P ratio of the light
source to one. The error range is larger when the absolute difference is larger.

For all light sources, there are a few spectral reflectance data that have much
larger error than the others. For instance, while the errors of the mesopic lu-
minance at 0.1 cd m−2 of the photopic adaptation luminance for almost all test
points are within +1.2 % to −3 %, only three exceptions are out of this range.
These exceptions are the spectral reflectance data of slurry seals, which are used
to repair cracks on road surfaces. For the same condition, the errors of the mesopic
luminance for good road surfaces are distributed within +1.2 % to −2.5 %.

Average errors, which are shown as filled diamond symbols in the figures, slightly
deviate from zero for lower adaptation levels. This deviation is mainly caused by
the colored paints (yellow paints, specifically) in the adaptation field, the spectral
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6.4 Results of error simulation

reflectance of which differs much from that of the test points (asphalt). The
existence of such points with a different color shifts the S/P ratio of the adaptation
field RSP,a from the average S/P ratio of the test points to that of the points with
different color. This shift can be an error source for the Adaptation SPD method,
which assumes that the SPDs of test points are equal to that of the adaptation
field. This will be discussed in Section 6.5.3.
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Figure 6.5: Simulated error distribution for the Adaptation SPD method with MH lighting. The
small gray circle symbols show the errors for each test point. The filled diamond symbols
show the average error at each photopic adaptation luminance. The error bars are one
standard deviation
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Figure 6.6: Simulated error distribution for the Adaptation SPD method with HPS lighting. All
symbols are the same as in Figure 6.5

91



6 Simplified Measurement Methods for the Mesopic Photometry System

-6.0%

-5.0%

-4.0%

-3.0%

-2.0%

-1.0%

0.0%

1.0%

2.0%

3.0%

0.00 0.50 1.00 1.50 2.00

Er
ro

r 

Photopic Adaptation Luminance Lv,a (cd/m2) 

Figure 6.7: Simulated error distribution for the Adaptation SPD method with LED lighting. All
symbols are the same as in Figure 6.5

6.4.2 Source SPD method

The errors of the mesopic luminance of the test points for the Source SPD method
are shown in Figures 6.8 to 6.10 for MH, HPS, and LED lighting, respectively.

The error distributions shown in Figures 6.8 to 6.10 have similar characteristics
to those shown in Figures 6.5 to 6.7. The errors are distributed over a wider range
for lower adaptation luminances, as well as for larger absolute differences of the
source S/P ratio from one. A unique observation compared with the Adaptation
SPD method is that the average error also increases with decreasing the adaptation
luminance. This deviation is caused by the difference between the real S/P ratio of
the adaptation field and the source S/P ratio, which is used as an approximation
of the S/P ratio of the adaptation field in the Source SPD method.

6.5 Discussion

6.5.1 Significance of the error for the simplified measurement
methods

The variation of the spectral reflectance of asphalt causes a 3 % to 6 % error
distribution for both the Adaptation and the Source SPD methods. However, the
average error is less than 1 % for the Adaptation SPD method. On the other hand,
the average error for the Source SPD method is nearly 5 % in the worst case.
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Figure 6.8: Simulated error distribution for the Source SPD method with MH lighting. All symbols
are the same as in Figure 6.5
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Figure 6.9: Simulated error distribution for the Source SPD method with HPS lighting. All symbols
are the same as in Figure 6.5
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Figure 6.10: Simulated error distribution for the Source SPD method with LED lighting. All symbols
are the same as in Figure 6.5

For road lighting, the average luminance or illuminance of the road surface is
usually specified and required for installations. Thus, the average error rather
than the error distribution is matter. Since the measurement uncertainty only
caused by measurement instruments is considered of the order of 5 % , and since
there are many other significant uncertainty sources (e.g. the measurement proce-
dure, weather conditions, and electrical power supply conditions) [102], the overall
uncertainty of field measurements may reach 10 %. Actually, a measurement un-
certainty of 10 % is sometimes acceptable in practice.

Comparing with the field measurement uncertainty, the average error for the
Adaptation SPD method can obviously be considered insignificant. The average
error for the Source SPD method may or may not be significant depending on the
conditions and the overall measurement uncertainty. Thus, a correction method
for the Source SPD method will be discussed in the following section.

Note that the error simulation is based on two assumptions. One of them is
that the adaptation field is completely filled with a road surface. If the adaptation
field and the test objects include not only road surfaces but also other objects such
as pedestrians, trees, buildings, signs, etc., the error for the simplified methods
may be larger than the simulated values. The diversity of the tested road surface
SPDs is limited and the SPDs of the objects other than road surface are expected
to have greater variation.

The second assumption is that the adaptation field is composed with 42 isomet-
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6.5 Discussion

rics parts, the SPDs of which correspond to the data employed from the Santa
Barbara Asphalt Road Spectral Library. The luminance of the parts is also as-
sumed the same each other. Thus, each SPD contributes the simulation results in
the same proportion. However, in real lit scenes, the luminance is expected to be
non-uniform in the adaptation field. Also, the composition of the SPDs may be
different from that of the simulation. The error by the simplified methods may
vary depending on these differences.

6.5.2 A correction method for the Source SPD method

Comparing the error simulation results with those for the Adaptation SPD method,
the error source is obvious: the deviation of the SPDs of the test points from the
source SPD due to the spectral reflectance of the test points. Thus, a correction
method using a typical spectral reflectance of test points can be proposed for
the Source SPD method. When the typical spectral reflectance of the test point
Rtyp(λ) is known, a correction factor c for the source S/P ratio can be determined
as:

c = K ′
m
∫

S(λ)Rtyp(λ)V ′(λ)dλ

Km
∫

S(λ)Rtyp(λ)V (λ)dλ
· 1

RSP,s
. (6.9)

Then, Equation 6.5 in the Source SPD method can be replaced with the following
equation:

L′
v,a ≃ cRSP,sLv,a. (6.10)

Although the correction factor c varies depending on the combination of the
light source and the test point, the values of the correction factors for various
light sources are similar for the typical spectral reflectance of road surfaces. This
is because the usual road surfaces have broad spectral reflectance, which means
non-zero reflectance throughout the visible spectral range. Figure 6.11 shows cor-
rection factors for asphalt and concrete in the spectral reflectance library with 125
light sources used for general lighting. This source SPD data set is from NIST
CQS (Color Quality Scale) Excel spreadsheet for calculation of a new color ren-
dering metric [103]. It includes conventional light sources such as discharge lamps
and fluorescent lamps, existing LED sources, possible LED sources such as RGB-
LEDs, etc. As shown in Figure 6.11, each road surface has the similar correction
factors for almost all light sources. One exceptional source, the correction factor
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6 Simplified Measurement Methods for the Mesopic Photometry System

of which is around one, is a low pressure sodium lamp because it produces light
of predominantly one wavelength. The mean of the correction factors is 0.898
for asphalt and 0.865 for concrete. Each of these values can be employed as the
characteristic correction factor for each road surface material. By applying the
correction factor for asphalt, the errors of the mesopic luminances of test points
for LED, which shows the largest error in the Source SPD method, are reduced
as shown in Figure 6.12. The magnitude of error is almost the same as that for
the Adaptation SPD method.
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Figure 6.11: Correction factors for various light sources with spectral reflectance data of asphalt
and concrete
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Figure 6.12: Simulated error distribution for the corrected Source SPD method with LED lighting.
The source S/P ratio was corrected with the correction factor (= 0.898). All symbols
are the same as in Figure 6.5
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6.5.3 Robustness to different-color sources in the adaptation
field

Since the Source SPD method relies on the source SPD employed in the lighting
installation, existence of different-color sources (or objects), such as show windows
near the lighting installation, causes an error in the mesopic luminances of test
points. To clarify the robustness of the method, error simulations were conducted
for a lighting scene where LEDs are employed as main sources and where the test
points are also unintentionally lit by HPS.

In this error simulation, the real S/P ratio of each test point was determined
as:

RSP,t,i = K ′
m
∫
{(1 − x)SLED(λ) + xSHPS(λ)}Ri(λ)V ′(λ)dλ

Km
∫
{(1 − x)SLED(λ) + xSHPS(λ)}Ri(λ)V (λ)dλ

(6.11)

where SLED(λ) and SHPS(λ) are the SPD of LED and HPS, respectively. The
coefficient x is the ratio of the HPS light in the total light illuminating the test
point. This ratio is referred to as “HPS ratio” in this section. Seven levels of x,
which are 0 to 0.15, were employed for the simulation. It was assumed that all test
points to be measured were lit with the same HPS ratio. The real mesopic lumi-
nance for each test point was determined by the rigorous method using Equation
6.11 instead of Equation 6.6, while the mesopic luminance of the test points with
the Source SPD method was calculated from the S/P ratio of the LED source.
The S/P ratio for the Source SPD method was corrected by using the method
described in Section 6.5.2.

The simulation results are shown in Figure 6.13. It shows that the error depends
on the existence of the different-colored light. A higher HPS ratio causes a larger
error in the mesopic luminance of the test points. However, the magnitude of
the average error is 4.6 % in the worst case, which can be considered as relatively
small. In most cases, the average error is less than 3 %. When the HPS ratio is
known, a correction, which is similar with that in Section 6.5.2, can be applied to
reduce the error.
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Figure 6.13: Simulated errors in the mesopic luminance calculated with the Source SPD method in
some adaptation fields illuminated with LEDs and HPS. Each symbol shows a different
HPS ratio (0 % to 15 %) in the adaptation field mainly lit by LEDs. The error bars
show one standard deviation of the errors
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7 Conclusions

First, this study reviewed the history of mesopic photometry to reveal how the
mesopic photometry system recommended in CIE 191 [3] could be utilized for
lighting application. An analysis shows roughly 10 % to 40 % of energy con-
sumption, depending on the source SPD and the adaptation luminance, could
be reduced for artificial lighting in the mesopic range (e.g. road lighting) by im-
plementing the mesopic photometry system. On the other hand, some limitations
of the mesopic photometry system are also recognized. It cannot be used for foveal
visual tasks, high-saturated-color lighting, and comparisons of the visual task ef-
ficiency in different adaptation levels. Overall, the mesopic photometry system
could either reduce energy consumption or improve visual performance for some
outdoor lighting applications. However, before they are realized, two remaining
issues need to be addressed: defining the adaptation field for real lit scenes, and
identifying applications where the mesopic photometry system could be used. I
decided to address the former issue in this study.

A big question to define the adaptation field was whether the surrounding lu-
minance, which is luminance distribution outside a peripheral task point, affects
the adaptation state significantly or not. To answer this question, this study
conducted experiments to measure the surrounding luminance effect on the adap-
tation state at a peripheral task point, as described in Chapter 3. The results
show that the adaptation state on a peripheral task point mainly depends on the
local luminance at the task point even at a mesopic light level. The observed
surrounding luminance effect was small enough to predict the adaptation state
simply from the local luminance when the luminance distribution is relatively
uniform. However, the experimental results also suggest that the surrounding lu-
minance effect is larger than the veiling luminance at the fovea. Based on these
observations, it is suggested that eye movements and the task area of the lit scene
should also be taken into account for adaptation field definitions. This means
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that the adaptation field can vary depending on lighting applications because eye
movements and the task area are application dependent.

In Chapter 4, the surrounding luminance effect by a high-luminance point source
was measured in vision experiments to characterize the effect on the adaptation
state of high-luminance sources, such as luminaires and head-lamps of oncoming
cars in real lit scenes. The effect was examined with respect to the luminous inten-
sity and the position of the point source. The results show that the surrounding
luminance effect can be described as the veiling luminance but with a different
model from existing ones. The estimated magnitude of the effect is not so signifi-
cant for real lighting installation: the negative difference on the mesopic luminance
is less than 5 % for road lighting applications in compliance with the CIE road
lighting recommendation. Since the surrounding luminance effect is considered as
the veiling luminance, the effect also depends on the relative position of the task
point and the point source causing the effect. By comparing the experimental
results with existing veiling luminance models, it was shown that the surrounding
luminance effect decreases more rapidly with increasing visual angle between the
task point and the point source than predictions with the existing models. There-
fore, a new model, which can more accurately predict the experimental results,
has been proposed. The new model is more suitable to predict the surrounding
luminance effect from luminaires in road lighting than existing models.

In Chapter 5, a simulation method was developed and applied to luminance
distribution data of real lit scenes to give suggestions for adaptation field defi-
nitions. The simulation method consolidates adaptation factors, revealed in this
study or in existing studies. It is considered to be able to determine the adaptation
luminance for typical road lighting scenes at night. The simulation results were
compared simple predictors for the adaptation luminance. The comparison sug-
gests that the adaptation luminance can be predicted with the average luminance
of the area of measurement (AOM), i.e. the design area of the road surface in a
lit scene, where the lighting intends to illuminate. This can reasonably predict
the adaptation luminance for motorists’ eye movements in all of the luminance
distribution examples. For pedestrians’ eye movements, it also works for most
of the scenes, but underestimates the adaptation luminance for some scenes that
have high-luminance sources just around the AOM. It suggests that care is needed
in using the average luminance of the AOM as the adaptation luminance when
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many extraneous high-luminance sources exist near the AOM in the lit scene.
The rigorous measurement method for the mesopic quantities in compliance

with CIE 191 needs special instruments, which are not available widely in practice
at present. Thus, in Chapter 6, two simplified mesopic measurement methods, the
Adaptation and Source SPD methods, were proposed and the error was simulated
with real road surface spectral reflectance data. The Adaptation SPD method
can relax the required accuracy of the special instruments, while the Source SPD
method allows field measurements only with conventional instruments. When as-
suming that the adaptation field is filled with a road surface, the error simulation
shows that the average error for the Adaptation SPD method is considered in-
significant. The average error for the Source SPD is nearly 5 %, which may or
may not significant depending on conditions and the overall measurement uncer-
tainty. However, a proposed correction method by using a typical road surface
spectral reflectance can reduce the average error for the Source SPD method suf-
ficiently. It was also shown that the proposed method is robust for extraneous
sources with different SPD. The error simulation results suggest that the mesopic
luminance of the road surfaces can be measured accurately enough with only a
conventional luminance meter, when the source S/P ratio and the correction fac-
tor for the test points, determined from typical road surface spectral reflectances,
are available.

Comprehensively, a conclusion of this study is that the adaptation field for the
mesopic photometry system can be defined as the design area of lighting design for
typical road lighting. In this case, the adaptation luminance can be measured by
using a conventional luminance meter with the Source SPD method proposed in
Chapter 6. Unfortunately, for lit scenes with extraneous bright light sources near
the design area, the adaptation field definition does not necessarily give sufficient
adaptation luminance estimation. For the meantime, a reasonable measure is
just refraining from use of the mesopic photometry system for such lit scenes.
For the lit scenes with extraneous sources, further research based on various real
luminance distribution data is needed. Once such additional data is available, the
same methodology in this study can be applied and could give general solutions.

As shown above, I have provided visual evidences and a methodology for adap-
tation field definitions. Also, I have proposed an adaptation field definition for
typical road lighting and a pragmatic field photometric measurement method to
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verify lighting installation in the mesopic range. These allow more optimized
lighting products and installation for some outdoor lighting application with the
mesopic photometry system. Or, those enable choice of the most visually effec-
tive light sources at the same energy consumption by quantitative evaluation.
This study has paved a way for safer, more reassuring, and more energy-efficient
outdoor lighting.
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