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Abstract 

The performance of an information system depends on the reliability of the data center infrastructure. A 

computer which has a high specification and runs a service, which can be accessed by multiple users over a 

network, is called a server. The server is one of the most critical parts of a data center, hence can negatively 

affect the overall performance of an information system in cases of system failure (e.g. hang faulty, denial of 

service attack, and malware). Since servers play a critical role in data processing and data transmission for 

serving many clients, failures in servers cause not only performance degradation of the server itself but also 

threats to the entire computer connected to the servers. Resilient servers that can self-recognize failures, self-

repair failures and self-replace failed parts are required when computer systems and networks become huge-

scale as witnessed by data centers and the cloud computing. Recently, virtualization has become a popular 

method to develop servers for data center infrastructure. Thus, we require a model that can deal with virtual 

servers as a repair unit. There are two types of virtualization technology that we can use to build the resilient 

server: virtualization machine monitor (VMM) and container (also called as Linux Container or LXC). 

Container offers fast boot and efficient resource usage to deploy a server on the virtual environment. 

However, VMM provides higher diversity of guest operating system than container. 

In this study, we introduce a new model of the resilient server by implementing a self-repair network 

(SRN) model in the virtualization environment to address failures that occur during the operation of the 

server. The SRN model offers a general framework of self-action models for the server to self-recognize, 

self-repair, and self-replace its own failed parts (learned from immune system). In this study we use the 

following four models of SRN: (i) self-repair, (ii) mutual-repair, (iii) mixed-repair, and (iv) switching-repair. 

The SRN model will be applied to the script that we called as SRN manager. This script has the main 

responsibility to monitor and respond to the failures. We define eight types of resilient server using the 

combination of three parameters including application (service), guest operating system, and host operating 

system (virtualization engine).  

The simulations show that virtualization technology is able to build a resilient server to recover the failure 

in the limited scenario. The first experiment shows that container outperforms the VMM since container 

almost ten times faster and more efficient of memory resources compared to the VMM. However, a 

container has lower diversity than VMM due to container uses a shared kernel. The second experiment 

explains that a resilient server with a homogeneous environment offers ease of replacement of the failed 

parts, but this resilient server has less resilience than those with heterogeneous environment since the entire 

server in the homogenous environment has the same vulnerability. The last experiment describes that we use 

multiple virtualization engines to increase the diversity of the resilient server. Moreover, the performance of 

our proposed method has low performance losses and high service availability. 
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1 Introduction 
 

1.1. Background 

Nowadays, the Internet has become an essential part of human life. The Internet is not only just for news 

or entertainment, but it also offers a significant amount of useful and practical content for users. More and 

more people rely on the Internet to get information to satisfy their needs in daily life. They can obtain 

information relating to commerce, education, news, games, and a myriad of other topics via the Internet. 

Hence, many common daily activities rely on the information obtained from the Internet. 

The server is one of the essential parts of the Internet since servers are responsible for providing services 

for Internet users. A server is a computer of high specification (i.e. processor, memory, storage, etc.) that 

runs services or applications accessed by multiple users over a network [1]. This machine plays an important 

role, making it imperative to preserve the operational existence of this machine. The Domain Name System 

(DNS), Web server, Email, and other services are usually realized as a server. Therefore, system 

administrators, who are responsible for maintaining these servers, have to monitor and recover them when 

failure occurs. 

In order to minimize the failure of a server, in traditional operations, the system administrator regularly 

makes routine checks or maintenance to the server. In the perspective of server (system) maintenance, the 

hardest part is evaluating (e.g. improving, repairing and securing) the services. The lifecycle of maintenance 

system is shown in Figure 1. There are four stages of the maintenance system as follows [2]:  

 
 

Figure 1. Maintenance system lifecycle. 
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1. Design Subsystem: In this stage, a system administrator needs to clarify the operation needs and 

establish the subsystem. 

2. Configuration Subsystem: When the subsystem has been successfully installed, the next step is 

configuring the subsystem based on the requirement or design.  

3. Operation Subsystem: After the configuration stage has finished, then the system administrator 

runs the subsystem to measure the performance of the whole system. 

4. Evaluation Subsystem: The final stage is used to evaluate and give a feedback based on 

operational records and system failure events. 

Meanwhile, server technologies have shifted from traditional to an era of virtual architecture (Figure 2). 

According to [3], they reported that the trend of server virtualization adoption worldwide would continue to 

grow in the future. Virtual machine (VM) technology is an implementation of virtual architecture. VM offers 

many benefits including CPU, memory, and I/O virtualization [4]. VM technologies offer features designed 

to maintain resources more easily and efficiently than traditional technologies where a single physical 

computer runs a single operating system. However, by using virtualization technology, the system 

administrator can create multiple virtual servers on a single physical computer. This means that a single 

physical computer can run multiple operating systems simultaneously. Here are the several advantages of 

VM [5] compared to traditional architecture: 

1. Energy efficient: VM is able to decrease the total power consumption of computer server since 

we can create multiple computer servers in a single physical computer server. 

2. Reduced data center footprint: Since we can reduce the number of physical computers, then there 

are fewer servers, less networking devices, and a smaller number of racks. 

3. Faster server provisioning: We can clone (copy) the existing virtual machine in only a few 

minutes. Compared to traditional server, where hours are needed to setup. 

4. Reduced hardware vendor lock-in: VM is middleware that provides emulation of the hardware, 

this feature offers flexibility to employ various types and brands of computer hardware. 

5. Increased uptime: Most of traditional computer servers take longer to start. Using VM, in less 

than a minute the server will be ready to operate. 

6. Improved disaster recovery: One of the capabilities of the VM is moving from one physical 

server to the other. This capability helps to increase the availability of the server. 

7. Isolated applications: Server virtualization provides application isolation and removes application 

compatibility issues. 
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8. Extending the life of older applications: VM offers hardware emulation providing compatibility 

with older operating systems so that the older applications are able to run. 

9. Helps move things to the cloud: Since the server is built using VM technology, then we can move 

our server to the cloud easily. 

There two types of VM: (1) Virtual Machine Monitor (VMM) and (2) Container. Both will be discussed in 

more detail in Section 3.2 and Section 3.3 respectively. 

 

Figure 2. Comparison between traditional and virtualization server architectures. 
 

Nobody can guarantee that a server will always continue to serve information all the time without failure. 

Since the server runs important services, we should endeavour to protect the server against threats in order to 

keep it running and serving information to users.  With numerous events of server failure damaging large 

portions of business and the rising risks of information system vulnerability it has become a major concern. 

A few examples: in October 2016, a distributed denial of service (DDoS) attack targeting DNS service 

provider (Dyn server) affected a significant portion of Internet access and left many high-profile internet 

services unreachable for several hours [6]; in September 2016, the information management system of 

Yorkshire hospital failed and caused hundreds of operations and appointments to be postponed [7]; and 

Misco news reported that Internet users suffered financial losses due to a malware attack [8]. 

There are many scenarios of failure that could affect a server’s functionality. Further, faults are classified 

as transient, intermittent, and permanent. Transient faults mean that the fault only occurs once and then 

disappears. For example, a bee flying through the beam of infrared (IR) transmitter may cause several bits on 

some network lost. Transient faults typically occur very infrequently, and in most systems, only a few retries 
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are necessary to restore the system. An intermittent fault appears for a while then disappears, this situation 

occurs repeatedly at intervals. For example, a loose contact on a connector sometimes causes an intermittent 

fault. These faults are often difficult to identify and repair. Therefore, automatic logging is one way to track 

the problem. A permanent fault is a failure that only can be recovered when the faulty component is replaced 

with a healthy component. For example, part of the computer (e.g. processor) crashes. Detail of this failure is 

described on Table 1. 

Table 1. Classification of computer failure 

Type Software Hardware 

Transient • Invalid input • A bee flying through the beam 

of infrared (IR)  

 

Intermittent • Unhandled exception 

• Insufficient resources  

• Connector and wire bond 

• Anomaly of ICs behavior 

• Interference 

 

Permanent • Hang 

• Denial of service, DDoS 

• Malware 

• Zero-day vulnerability 

• Power source 

• Disk 

• Mainboard 

• Other internal components 

 

When we choose to use a virtualization model for our server, it does not mean that our server will be 

spared from potential failure. Migrating our server model from traditional to virtualization creates a new 

problem. When a failure occurs on the server, the simplest way to overcome this condition is by resetting it. 

However, if the server has a complex failure, then a reinstallation of the operating system and all necessary 

applications may need to be undertaken by the system administrator. In this work, we focus on the 

permanent failure that occurs in the software area, including hang, DoS and malware. These three failures 

need to be solved since the number of project bugs [9], which indicates hang, DoS attack [10] and malware 

[11] are always found every year. In addition, there are several types of DoS: (i) exhausting network 

resources such as network bandwidth (also known as the DDoS attack), (ii) exploiting a vulnerability, and 

(iii) exhausting internal server resource (e.g., memory). DDoS attack is more severe than DoS. However, our 

work only focuses on the resilient server (not the resilient network) that is why we only focus on the DoS 

attack. In order to detect the failure or anomaly of the system, several tools such as Tripwire [12], ClamAV 

[13] and Chkrootkit [14] may be used as a detector.  
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To address the problems that have been described earlier, we were motivated to build a resilient server by 

combining virtualization technology and a self-repair network (SRN) model [15], which is derived primarily 

from the concept of an immunity-based system [16]. More specifically, the definition of resilient server is a 

computer server system that is able to recover from an abnormal (unhealthy) state and return to a normal 

(healthy) state, and function as it was prior to disruption by observing its own behavior without human 

intervention (Figure 3). Further, the SRN model is such a model, and we can use the results of the SRN to 

improve the resilience of the server. The SRN offers a general framework of self-action models for the server 

to self-recognize, self-repair, and self-replace its own failed parts. 

First, we have to design the resilient server types and then start to build the simulation of the resilient 

server using VMM and container technology.  We place a homogenous type of the virtual machine on both 

the VMM and container as a server. Later, we create a number of limited scenarios of failures that could 

possibly occur on the server during operation including hang, DoS and Malware. A simple script connects to 

the detector to identify and respond to the failure. 

Second, we implement an SRN model to the resilient server based on the resilient server types that have 

been designed. There are four models of SRN model including: (i) self-repair, (ii) mutual repair, (iii) mixed-

repair, and (iv) switching-repair.  All these models will be used to build a heterogeneous virtual machine to 

increase the diversity of the resilient server. Furthermore, we will compare the resilience of the 

heterogeneous resilient server to the homogeneous resilient server. 

Finally, to increase the diversity of the resilient server, we use multiple virtualization engines (VMM and 

Container) and distribute the SRN manager to all the physical computer servers. The SRN manager works 

based on the SRN model to recover the failure that occurs during server operation. Further, we will evaluate 

the performance of the resilient server with an SRN model using benchmark applications. 

 

 

Figure 3. Comparison between conventional and resilient system.  

The red color indicates operation by human, the green color operation by machine 
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1.2. Scope and Objectives 

The objective of our research is building a resilient server that can recover from a failure during operation 

based on a virtualization and SRN model. We define the types of the resilient server by combining three 

parameters including: (i) application (service), (ii) guest operating system (OS), and (iii) virtualization 

engines. We limit our research within the scope of server failure and virtualization engines with some 

assumption as follows: 

1. Failure of the server involving:  

a. Hang 

b. Denial of service (DoS) 

c. Malware 

2. Virtualization engine: 

a. XEN and KVM as VMM technology. 

b. Linux Container (LXC) as container technology. 

 

1.3. Thesis Achievements 

We have successfully built several types of resilient server by combining an SRN model and 

virtualization technology. We created the resilient server specification using three parameters (layers) of the 

virtualization including service, guest OS, and virtualization engines. The resilient server is able to recover 

from generic failures (hang, DoS attack and malware) where other works only focus on specific problems 

(e.g. only DoS). Furthermore, both the homogeneous and heterogeneous resilient servers are able to recover 

from failures automatically without human intervention. We also improve the SRN manager by distributing 

it to all physical servers so that they are able to remedy failures not only in the guest OS but also in the host 

OS (virtualization engines) so that the downtime of the services can be reduced. 

 

1.4. Thesis Organization 

This thesis is structured as follows. First, we discuss the state of the art regarding data center evolution, 

fault-tolerant systems and existing studies of resilient computing. Next, we introduce our resilient server 

types and create the simulation of the resilient server using two types of virtualization engine technology, i.e. 

VMM and container. Afterwards, we explain the scenario of failures that we use to demonstrate the 

resilience of the server. Then, we explain the SRN model on the resilient server and build homogeneous and 
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heterogeneous resilient servers. Furthermore, we improve our resilient server by involving multiple 

virtualization engines and distribute the SRN manager that operates to monitor and respond to failures across 

all the physical servers. Finally, we evaluate the performance of our resilient server and at the end we 

describe our conclusions and future works. 
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2 Related Work 
2.1. Data Center Evolution 

Collections of computer servers are known as Data Centers (DC). To develop a DC, there are high costs 

as the DC always has complex requirements for physical space, electricity, a cooling system, security, 

networking and other essential elements [17]. We need to provide a large area or building for the placement 

of physical server machines, redundancy safeguards for electricity and networking, and we must secure the 

area with a high level of security.  

However, the DC has been evolving due to the evolution of computers, which are continuously getting 

faster, smaller, and more efficient [18]. The first models of DC utilized a mainframe server that offered 

centralization and was in wide use during the 1990s. The second model of DC, known as distributed 

technology, is where client-server and distributed computation mechanisms are applied. The most recent DC 

model that we use today is known as virtualization technology where a single physical computer machine 

hosts multiple virtual computer servers. Figure 4 illustrates data center evolution technology from DC 

version 1.0 to 3.0. 

 
 

Figure 4. The data center evolution 
 

DC is the core of the information system. The computer server inside the DC will serve all information to 

the users. Therefore, we need to provide resiliency for the server in the DC. The resiliency of a server is the 

ability of it to recover quickly and continue operating and serve information even when a failure has 
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occurred. Since DC version 3.0 is applied, then we focus on preserving their existence based on 

virtualization technology. 

 

2.2. Fault-Tolerant System 

There are several ways to make our server work even when there is a system failure. One of the ways is 

implementing a fault-tolerant system. This system is one of the models that is usually used in a common DC 

to prevent system stoppages from failures [19] [20] and redundancy is its primary element to achieve a fault-

tolerant system [21]. A fault tolerant system is strongly related to dependability and according to [22], 

dependability covers a number of useful requirements for distributed systems including: 

1. Availability: the ability of the systems to provide an idle (available) component to replace the faulty 

component when the failure occurs. 

2. Reliability: the system can work without any problem in intervals of time and a high-reliable system 

has a long period of time to operate without any problem. 

3. Safety: the system provides a safety control when a failure occurs, for example when a computer 

detects a virus then the network connection to the computer is disconnected automatically to prevent 

the spreading of the virus to others.  

4. Maintainability: how easily a failed component can be repaired. When component fails then it needs 

to be replaced as soon as possible to continue operation. 

A honeypot using N-version programming is one of the implementations of a fault-tolerant system where 

it runs multiple OSes and web services. This project tried to solve the following problems [23]: 

1. Unvalidated input. 

2. Broken access control. 

3. Broken authentication and session management. 

4. Cross Site Scripting (XSS) flaws. 

5. Buffer overflows. 

6. Injection flaws. 

7. Improper error handling. 

8. Insecure storage. 

9. Denial of service 
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10. Insecure configuration management. 

Further, this project only runs in single virtualization engines called VMware. We can combine the fault-

tolerant system and virtualization technique to improve the availability of the server. This arrangement has 

already been introduced by several vendors, e.g., VMware [24]. This combination can be achieved when 

there are more than one physical server machine as primary and secondary machines (Figure 5). Another 

project is called Remus [25]. This project also utilizes a VM to increase the availability and dependability of 

a server. Remus provides completely transparent recovery from fail-stop failures of a single physical host. 

Meanwhile, [26] also provides a way to increase the availability of the VM by designing an automatic 

backup system. 

In contrast to the resilient server, the fault-tolerant system focuses on “passive action” where the system 

keeps functioning without significant changes. Meanwhile, the resilient server focuses on “active action” 

whereby the system adapts to environmental changes by altering the fundamental structures to preserve their 

function. 

 
 

Figure 5. Combination of fault-tolerant system and virtualization. 
 

2.3. Virtual Machine Introspection (VMI) 

In virtualization technology, Virtual Machine Introspection (VMI) can be used to realize resilient 

computing. VMI is a technique to monitor virtual machines (VM) state. The concept of VMI was first 

introduced in 2003 by Garfinkel and Rosenblum [27]. Moreover, Hebbal et al. [28] classify VMI into three 

categories: (i) in-VMI, (ii) out-of-VMI delivered and (iii) out-of-VMI derived. However, let simplify the 

VMI types into two categories: in-VMI and out-VMI. In-VMI is a technique to monitor the guest OS from 
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the inside and reports its activities to take a response. Conversely, out-VMI monitors the guest OS by 

observing the guest OS activities from outside of the VM. Although VMI research tends to focus on out-

VMI due to some weaknesses of host-based monitoring [28], it turns out that in-VMI can bolster intrusion 

detection [29].  In addition, the VMI technique does not cover the recovery process of the VM since it is only 

focuses to detect or monitor the condition of the VM.  

Table 2. Existing studies of resilient computing 

 Existing study 
 

Area Mechanism 
Recovery 
Technique 

1 2 3 4 5 
Glass et al, 2008 [30] Embedded 

System 
Net. of coordinating nodes � �       

Akoglu et al, 2009 [31] Coordinating master � �       
Herder et al, 2006 [32] 

Operating 
System 

Reincarnation �   �     
Pu et al, 1996 [33] Diversification �   �     
Shapiro, 2005 [34] Dedicated OS-services �         
Adve et al, 2002 [35] 

Cross/multi-layer 
Resource coordination   � �     

Yuan et al, 2006 [36]   � �     
Kant et al, 2004 [37] Net. management system   � �     
Corsava et al, 2003 [38] Agent-based Agent collaboration   � �     
Tesauro et al, 2004 [39] Replaceable agents   � �     
Fuad et al, 2006 [40] Legacy appl.  

and AOP 
Checkpoint setting       �   

Haydarlou et al, 2005 [41] Joint points and advices       �   
Dabrowski et al, 2002 [42] Discovery 

System Shared redundant location inf.     �     
Albrecht et al, 2008 [43]   �       
Subramanian et al, 2008 [44] 

Web service 
and QoS-based 

BPEL compensation handler       �   
Baresi et al, 2007 [45] Supervision framework       �   
Moo-Mena et al, 2008 [46] QoS and SLA violations   �   �   
Halima et al, 2008 [47]   �   �   
Moser et al, 2008 [48] QoS and high availability   �   � � 
Sano et al, 2015 [49] 

Virtualization-based 

QoS and high availability   �   �   
Nagy et al, 2006 [23] N-version programming   �   
Dunlap et al, 2002 [50] Logging and replaying transaction   �       
Cully et al, 2008 [25] Asynchronous replication � �       
Winarno et al, 2017 Healthy level of the nodes � � �     

 

2.4. The Existing System of Resilient Computing 

There are many studies that are related to resilient computing.  Table 2 shows the existing study of 

resilient computing which are classified into area, mechanism, and recovery techniques. There are five 

categories of recovery technique, including (1) replacement, (2) relocation, (3) persistence, (4) redirection, 

and (5) balancing. Here are several studies of the resilient computing: 
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2.3.1 Web Service and QoS Based 

One of the most common services usually accessed on the Internet is a web service. The biggest challenge 

to this service is to guarantee a certain quality of service (QoS) towards the expectations of the users.  To 

address this problem, several methods have been proposed. Moo-Mena et al. [46] considered non-intrusive 

communication flow QoS monitoring for service degradation detection. To recover the service from 

degradation, they try to redirect the old service to the new service. Halima et al. [47] presented automatic 

repair for middleware called QoS-Oriented Self-Healing (QOSH) that enhances simple object access 

protocol (SOAP) messages with QoS metadata to monitor QoS degradation. 

2.3.2 Operating System Based 

There are two types of fault that possibly occur on an operating system (OS); soft faults and hard faults. 

Soft faults are focuses on application crashes that can be recovered. While hard faults are focuses on failures 

caused by hardware failure or faulty drivers often resulting in blocking I/O exceptions. To recover from a 

hard fault the only way is by a complete system restart. Herder et al. [32], proposed a reincarnation server to 

solve the failure that occurs on the OS. Similar to the fault-tolerant system, the reincarnation server provides 

two servers that work as parent and child server. When the parent has a problem, then the child takes its 

position.  Meanwhile, Shapiro [34] proposed dedicated OS-services to anticipate major degradation on OS. 

To detect OS degradation, log monitoring and log examination are used to diagnose the failure.  

2.3.3 Virtualization Based 

There are many studies about resilient computing by utilizing virtualization technology. First, the project 

known as ReVirt [50]. This project enables intrusion analysis through VM logging and replay, which 

concluded that ReVirt could determine and fix the damage the intruder inflicted by replying the execution 

before, during and after the intruder compromises the system. ReVirt used a VM with the VMM technology 

called User Mode Linux (UMLinux) [51] and claimed the time overhead of logging is small. The time 

overhead was tested using the following applications: 

• POV-Ray 

• Kernel-build 

• NFS kernel-build 

• SPECweb99 

• Daily use 

Since ReVirt is able to replay instruction-by-instruction sequences, it can show an arbitrary observation in 

detail about what has happened on the system. 
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Second, Chelladhurai et al. tried to secure the VM from DoS attack where they use Docker as a container 

[52]. They proposed a solution methodology for Docker against DoS attack. The solution includes: (i) assign 

memory limit, (ii) assign memory reservation, and (iii) provide default memory value. Detail of the proposed 

solution methodology is shown in Figure 6. They conducted three experiments for testing their proposed 

solution methodology. Based on their experiments, they claimed that the test results show that the security 

and safety of Docker containers can be substantially improved against DoS attacks. 

 

Figure 6. Proposed solution methodology for Docker Container DoS attack [52]. 
 

 

Figure 7. Cyber attack-resilient server design [53]. 
 

Third, a cyber attack-resilient server inspired by biological diversity [53]. The concept of this project is 

based on an artificial immune system where not all the species or individuals are infected by the same 

infection agent which plays important roles in species survival and adaptability. This project is an 

implementation of their previous study where they designed an artificial immune server against cyber-attacks 
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[54]. This project was also inspired from the concept of the diversity in the operating system that was 

introduced in the Tempo-C specializer of the Synthetix Project [33]. However, Temp-C specializer is 

focused on the “micro diversity” of kernel components in an operating system, while their project is focused 

on the “macro diversity” of operating systems and server implementations. Figure 7 shows the proposed 

design of the cyber-attack-resilient server. There are six VM’s that run the same service that being a DNS 

service. They explained that the DNS service is vital for the sustainability of other services. Therefore, this 

service should always be protected. On Windows OS, they equipped with SecondDEP [55] to detect and 

prevent a zero-day attack if that attack uses a shellcode. Meanwhile, on Linux OS, they equipped AppArmor 

that restricts the capabilities of programs such as an I/O access. 

Different from the cyber-attack-resilient servers that have been described earlier, our study focuses on the 

resilient server by increasing the diversity of the node where we build and evaluate the implementation of an 

SRN model that runs on a homogeneous and heterogeneous environment to overcome failures (i.e. hang) that 

occur during server operation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 - 16 - 

 
This page intentionally left blank 

 



 - 17 - 

3 Simulating Resilient Server Using Virtualization Technologies 
 

In this section, we will simulate a resilient server using virtualization technologies. When we decide to 

use a virtualization technology for our server, it does not mean that our server will be spared from potential 

failure. By migrating our server model from traditional to virtualization leads to a new problem, such as [56], 

[57] and [58]. We simulate a resilient server using virtualization technologies including VMM and container. 

As VMM, we use XEN and Docker as container. In the simulation, we try to solve several failures that 

usually occur on the server during their operations.  

 

Figure 8. Types of resilient server with three parameter combination. 
 

3.1. Types of Resilient Server 

The resilient server can be developed with the involvement of several kinds of technology. In this work, 

we focus on developing a resilient server utilizing virtualization technology. We can develop several types of 

resilient server by involving this technology in order to increase the diversity of the server. In the biological 

concept, diversity is the key point of species survival and adaptability where not all species or individuals are 

infected with the same infectious agent which means that the higher diversity delivers high resiliency of the 
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server. Therefore, the types of the resilient server that can be realized by utilizing specific combinations with 

several parameters include: 

a) Virtualization engine: software that provides an environment where the virtual machine can be 

run. 

b) Guest OS: a virtual machine that is used to create the server. 

c) Application (service): an application that provides a service, e.g., web server. 

As shown in Figure 8, the combination of each parameter on type #1 to #8 shows that diversity becomes 

high. For example, type #1 has the same specification (homogeneous) on each parameter so that we can call 

type #1 as a homogeneous resilient server. Meanwhile, types #2 to #8 have different specifications on each 

parameter (heterogeneous) so that we can call them heterogeneous resilient servers. We will discuss type #2 

to #6 on Section 4 and type #8 on Section 5 in detail. Since type #8 of the resilient server shows that this type 

is the most heterogeneous combination compared to the other types, consequently, this type is the most 

resilience. This section only focuses on resilient server type #1. Moreover, simulation design and 

implementation of resilient server type #1 will be explained further. 

 

3.2. Virtual Machine Monitor 

There are two types of VMM (also known as a hypervisor) that can be used for simulations or even used 

for an operational purpose. The first type is hosted VMM, and the second type is native (bare-metal) VMM. 

Figure 9 illustrates the differences in the two types of VMM. Table 3 shows an example of the application of 

the VMM. We used both types of the VMM. We simulate the Native VMM under running hosted VMM 

using a single computer. In the simulations, we use XEN 4.1.4 as native VMM and VMware Fusion 7.0.0 as 

hosted VMM. 

Table 3. Example of VMM Applications 

Type Application 

Native VMware ESX/ESXi 

KVM 

XEN 

Hyper-V 

Hosted VMware Player 

OpenVZ 

VirtualBox 
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(a)             (b) 

Figure 9. Comparison between (a) hosted and (b) native VMM. 
 

 

    
(a)                                                                        (b) 

Figure 10. Comparison between (a) container and (b) hosted VMM schemes. 

 

3.3. Container 

Container (also called a Linux Container) technology has become popular over the last two years [59]. 

Linux Container (LXC) offers several features and advantages over a VMM in which LXC claims to be 

faster and more efficient in its use of resources [60] [61] [62]. It uses a different virtualization technique than 

that of VMM. In particular, the LXC does not simulate the hardware environment. However, the LXC 

isolates its own domain to execute particular guest programs and acts as if the program is running on a 

separate system. Figure 10 shows the comparison between the LXC and hosted VMM schemes. OpenVZ, 

Docker and Wardern are the variants of the LXC. However, LXC has several weaknesses due to: 

• Running only on a Linux operating system. 

• Can only virtualize applications that run on the Linux OS. 
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• Uses a shared kernel 

• Is vulnerable to the containment environment.  

 

 

Figure 11. Logical design using VMM. 

 

3.4. System Design and Implementation 

3.4.1. Logical Design

We use the logical design to simulate the resilient server using both VMM and container technology. On 

VMM, each node has four partitions that are stored in separate files (virtual disk). There are 4 VM: node 1 

through node 4. We assume that node 1 through node 3 are normal nodes, and the node 4 is an abnormal 

node (Figure 11). The logical design simply aims at easier recovery of the file system or data of the node 

when an abnormal condition (an anomaly) is detected.  Each node has to install an application (detector) to 

check the condition of the node itself periodically (Figure 12). There are three detectors that run on each 

node. When the detector detects an anomaly, it instructs the node to start the recover. However, if the 

problem still remains, the node has to get the copy of the file system or data from the other nodes. 
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Figure 12. Flowchart of a node to check the system periodically. 

 
 
Meanwhile, on container, we design the simulation environment using Debian GNU/Linux 7 OS and Docker 

1.6.2 as LXC. Figure 13 shows the logical design of the simulation. We create a new image (called Debian-

ws) that consists of Debian GNU/Linux 7 OS and several additional applications. The additional applications 

are Tripwire (as a detector), Apache2 (as a web server) and a script to be run periodically to detect and to 

respond the abnormal condition. Docker generates five containers: Debian0 to Debian4. 

 

3.4.2. Scenarios 

To simulate the failures that occurs on the node attacks (Figure 11 and Figure 13), we use the following 

three scenarios: 

•   Hang scenario: node having faulty (hang), 
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•   Denial of Service (DoS) scenario: node being attacked by DoS, 

•   Malware scenario: node being contaminated by a virus where contaminated nodes may infect other nodes. 

 
Figure 13. Logical design using container. 

 

For the first scenario: a node hang up, there are many possibilities that can cause the hang problem on the 

system [63]. It is hard for the node to detect and solve the hang scenario. When hang happens to the server 

then all the services will be totally stopped. An example of a software bug that causes hangs in the 

application or OS. In the worse situation, server no longer responds the local or remote instruction. Then, 

system administrators have no choice except resetting the server manually and it takes time to reset the 

machine, especially when the server use traditional server. The virtualization engine has been involved to 

solve this problem. A simple method to detect the hang problem from the network is by pinging the node. 

When the node is not responding to the ping, the virtualization engine has to restart the node and report to 

the system administrator.  

In the second scenario: we use only DoS scenario to focus on the specific services (e.g., web server), 

which have the vulnerability.  In the DoS scenario, we assume the attacker sends the DoS packet to a node. 

The virtualization engine has to respond by checking the running services and add the IP address of the 

attacker to the firewall rule. If the services did not respond to the packet send by the virtualization engine, 

the node has to restart the services by itself. If the problem still occurs, the virtualization engine has to 

prepare to clean the node by copying from the normal node.  
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In the last scenario, we assume that a virus infects a node and spreads through the network. Each node has 

to check the integrity of the system whether the system changed or not. If the virus successfully changed the 

system and the change is detected by a detector, the node has to copy the file system from the normal node. 

If the virus caused the overall system down, the hypervisor has to make a decision to isolate or disconnect 

the contaminated nodes from the network (when the contaminated nodes are identified).  

 
Figure 14. VMM implementation with 4 nodes. 

 

 
Figure 15. Container implementation with 5 nodes. 

3.4.3. Implementation 

We use XEN version 4.1 as the VMM and Docker version 1.6.2 as container under Debian 7 GNU/Linux. 

We created four nodes as guest OS with the x86 platform for VMM (Figure 14) and five nodes as container 

OS for Docker (Figure 15). The virtualization engine has important roles of monitoring all of the nodes and 

responding if there is an abnormal condition. Hence, the virtualization engine must be capable of checking 

all of the three scenarios in section 3.4.2. 

Moreover, we made the structure of all the nodes identical. The identical nodes allow the inter-node 

repair (mutual-repair) to be realized by simply copying the normal component of the node to overwrite the 

component of the abnormal node. To monitor the system, each node must run a program in the background 

periodically based on the flowchart in Figure 12. 

 

3.5. Simulation Results 

There are a lot more scenarios that can cause malfunction in servers, however, this preliminary 

simulations focus on the three scenarios: Hang (faulty), Denial of Service (DoS) and Malware. 
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1. Hang scenario 

Through the XEN console we can manage to monitor each node and to simulate the hang condition. Since 

the nodes are under control of the Linux OS, the OS allows us to simulate the hang scenario by simply 

sending a halt signal to the OS. When the halt signal is received, however, the node will shut down the 

system. Thus, we must use another way to simulate the hang scenario: by using XEN command that is "!"#

$%&'(#)*+,(#*%"(-" command. We run the command for the node 4 and the hypervisor responded by 

restarting the node 4.

2. DoS scenario 

We used slowloris script [64] to simulate the DoS scenario. Slowloris is a script that creates many 

connections to the service. In this scenario, we simulated an attack on the HTTP services (Apache web 

server). When the script of slowloris is executed to attack the node, the HTTP service ceased responding to 

the client requests. The virtualization engine checks the services periodically and reacts to the attack by 

adding the attacker IP address on the firewall rules. With this simulation, DoS attacks demonstrated to 

hamper a certain services. Further, the other (identical) nodes also have the same vulnerability, suggesting a 

limitation of homogeneous nodes and a necessity of heterogeneous nodes as well. There are also possibilities 

to simulate the Distributed DoS (DDoS) attack through this simulation assuming homogeneous nodes 

involving a framework such as Metasploit framework. Also, heterogeneous nodes must be considered to 

overcome this scenario since each node can have a distinct OS and service in the heterogeneous 

environment. 

 

 

Figure 16. (a) Application run periodically using cron. (b) virus is detected and server (node) is being repair. 

 

a 
 

b 
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Figure 17. Copying file system from normal node to abnormal node. 

 

3. Malware scenario 

In this scenario, we used ClamAV and Tripwire as detectors to identify malicious codes. We created a 

shell application to execute ClamAV and Tripwire to check the node condition. The shell code will execute 

automatically and periodically by using cron (job scheduler) (Figure 16a). When the malicious code (virus) 

detected in a node, the node will try to recover or repair the infected files or systems (Figure 16b). If the 

infection still remains, the node asks to copy the file system from the uninfected node (normal node) (Figure 

17). As far as the limited condition in the specific scenario is concerned, the simulation demonstrated to 

solve the scenario when the nodes are identical (homogeneous node). 

4. Execution time 

The execution time is starting to count when the broken node is asked for repairing by the healthy node. The 

counting will be stopped when the broken node has been repaired. Table 4 shows that the execution time of 

repaired node using VMM is 20.75 seconds on average. Moreover,  

Table 5 shows that the execution time of repaired node using container is 2.0 seconds on average. The 

comparison graph of them is shown in Figure 18. 

 

Table 4. Execution time of the repaired node using VMM. 

Hostname Start Stop Duration Origin 

Ws1 1439682933 1439682953 20 sec Ws4 

Ws2 1439682731 1439682752 21 sec Ws1 

Ws3 1439682771 1439682793 22 sec Ws1 

Ws4 1439682821 1439682841 20 sec Ws2 
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Table 5. Execution time of the repaired node using container. 

Hostname Start Stop Duration Image 

Debian0 1439684766 1439684768 2 sec Debian-ws 

Debian1 1439684769 1439684771 2 sec Debian-ws 

Debian2 1439684773 1439684775 2 sec Debian-ws 

Debian3 1439684791 1439684793 2 sec Debian-ws 

Debian4 1439684795 1439684797 2 sec Debian-ws 

 

 

 
Figure 18. Comparison graph of recovery (repair) time between VMM and container 

 

 

 
Figure 19. Comparison graph of memory usage between VMM and container. 
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Figure 20. Memory usage of XEN (VMM) with four guest OSs 

 

 
Figure 21. Memory usage of Docker with five containers. 

 

5. Memory usage

We allocate 3GB physical memory for each simulation for VMM and container. Figure 20 shows that the 

VMM was running four guest OSs (ws1-386 to ws4-386) and consumed more than 90% of physical 

memory, while container was running five containers (Debian0 to Debian4) and consumed only 

approximately 37.4% of physical memory (Figure 21). From the simulation results (the execution time and 

the memory usage), container performance is faster and more efficient of resource (memory) rather than 

VMM. This is because container which shares a kernel. The shared kernel on the container could reduce the 

startup time. Nevertheless, VMM offers more security since it needs a modified kernel [60]. The comparison 

graph of memory usage is shown in Figure 19. 

As far as the limited simulations are concerned, the repair process and the copy process that described in 

Figure 17 are the model of SRN, which involved to the virtualization technique. However, homogeneous 

node may not be a sound assumption. For example, in the malware scenario, all the nodes are equally 

vulnerable to the same viruses. Moreover, it would be difficult to avoid the same infection even after the 

infected node is cleaned up. To overcome this problem, we can use the heterogeneous nodes (each node has 
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a distinct operating system or even distinct services). The heterogeneous node could be implemented by 

installing different distribution operating system (e.g., CentOS and Debian GNU/Linux) and services (e.g., 

Apache and Nginx). By implementing the heterogeneous node, it is more difficult for malicious codes to 

exploit the system, for they have to find the vulnerability each of the heterogeneous nodes.  

 

3.6. Concluding Remarks 

Simulations revealed that the self-repair network with homogeneous nodes can be realized by involving 

the virtualization techniques where the self-repair is executed by copying the content of the homogeneous 

node. Simulations also suggested that the servers with the homogeneous environment can be made resilient 

against failures in limited scenarios. Although the self-repair network can deal with a specific type of failures 

to a limited scale of failures, the self-repair network alone cannot even recognize a large-scale failures, and 

recovery is also limited if we restrict ourselves to mutual repairing between homogeneous nodes. We also 

suggest that the diversity created by heterogeneous nodes involving a self-reconfiguration model that allows 

a system to replace failed nodes with heterogeneous nodes and to protect against ever growing threats 

involving diversity (learned from the immune system) can be a solution to keep resilience against unknown 

type of failures.  

We also conclude that Docker, which is implementing container technology, outperforms XEN, which is 

implementing VMM technology. Container takes 2 seconds to recover the abnormal node while VMM takes 

20.75 seconds longer. VMM consumes much memory than container where more than 90% is used by VMM 

while container only use approximately 37.4%. However, we have to consider that one of the weaknesses of 

the container is only running in the Linux environment. Furthermore, to protect against growing threats, we 

have to involve the diversity by creating heterogeneous nodes and involving a self-reconfiguration model. 
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4 A Resilient Server With A Self-Repair Network Model 
 

After simulating a resilient server using virtualization technology in Section 3, we continue to build a 

resilient server by involving the SRN model. We enhanced our work by increasing the diversity of the 

service and guest OS where we created a heterogeneous of service and guest OS. In other words, we build a 

resilient server type #4.  As a result of the work, we compare the resilient server with a homogeneous and 

heterogeneous environment. 

 

4.1. Self-Repair Network Model 

The resilient server that we previously simulated on Section 3 is equipped with a simple script. In this 

section, we will enhance the script that we called as an SRN Manager and it will implement a Self-Repair 

Network (SRN) model.  This application has to monitor and respond to failures that occur on the virtual 

machine that operates as the server. This virtual machine runs a guest OS that we henceforth refer to as a 

node. There are four models of the SRN model that we will implement in this work which are described as 

follows: 

    

 (a)    (b)    (c)   (d) 

Figure 22. (a) Self-repair, (b) Mutual-repair, (c) Mixed-repair, (d) Switching-repair. An arrow indicates the 

direction from a repairing node to a node being repaired. 

4.1.1. Self-repair model 

The first model is self-repair model. This model has an ability to repair a failure that occurs on the nodes 

by itself (Figure 22a). One of the failures that can be solved using this model is hang failure. This failure 

occurs when the node cannot respond to a request from users. There are a number of possible events that can 

cause hang failures such as infinite loops and indefinite wait [65]. Since we use virtualization technology, we 

can utilize the virtualization engine to reset the node that encounters the hang failure. The SRN manager that 

monitors the node will detect the hang failure and instruct the virtualization engine to reset the node. 

However, despite the node running normally after being reset by the virtualization engine, this solution 
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cannot guarantee that the same hang failure will not occur again until the system administrator finds the 

actual cause. 

4.1.2. Mutual-repair model 

The second model of SRN is a mutual-repair model that has an ability to repair the other nodes (Figure 

22b). This ability can be used to solve a problem that occurs on a node, for example, copying the normal part 

of a node to the abnormal node so that the abnormal node can work normally. However, it is hard to realize 

this model since all of the nodes have to be identical (homogeneous). An alteration of files on the web 

contents by the attacker is another failure that possibly occurs on the server. The attacker tries to modify web 

content by inserting an iframe element to redirect a user's access to their exploit kit server. Once the users 

have been successfully redirected to their exploit kit server, they can attack various vulnerabilities on the 

user’s PC. The alteration can be detected using a security toolkit such as Tripwire. When the Tripwire 

detects the missing or modified files, then the compromised node can copy the missing or modified file from 

the normal node. However, copying files from the other nodes is not a complete solution to solve this 

problem since we have to be aware of the "double edged sword" phenomena [15]. 

4.1.3. Mixed-repair model 

This model contains a combination of two basic models of the SRN including the self-repair and mutual-

repair model (Figure 22c). In other words, a mixed-repair model that has two abilities for repairing the node 

from the failure. We can use these abilities to solve a problem that occurs on a node such as a denial of 

service (DoS) attack. This attack is meant to hamper particular services, such as a web server, by flooding a 

lot of TCP packets making the service unable to process further connections from other users. Several 

researchers use a firewall feature inside the operating system (e.g., iptables) to solve this problem [66] 

[67]. Therefore, we can utilize iptables to drop a DoS packet to secure the nodes with a limited scenario 

of DoS attack (i.e., TCP DoS attack). Since mixed-repair is used to solve a DoS attack, then self-repair is 

indicated by adding the attackers IP address to the firewall rule of the node itself. After that, information of 

the attackers IP address is sent to the virtualization engines in order to secure the other nodes by dropping all 

of the DoS packets indicating a mutual-repair. 

4.1.4. Switching-repair model 

The fourth model of SRN is the switching-repair model where this model has an ability to migrate the 

faulty node to the normal node (Figure 22d). In other words, we stop the faulty node and replace it with a 

normal node. This solution creates a higher cost of operation compared to other models since we need to 

provide a normal node to replace the faulty node. Therefore, we only use this model if the self-repair, 
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mutual-repair and mixed-repair models are unable to solve the problem. Further, this solution targets the 

heterogeneous nodes and offers higher resilience than the other models. 

Table 6. Partition table of each node. 

Disk 

partition 

Mount 

point 

Size (GB) Disk 

filename 

Usage 

1 / 1 data1.img file system 

2 /var 0.5 data2.img variable data 

3 /usr 0.5 data3.img usr-land programs and data 

4 /home 0.5 data4.img home directory 

 

 

Figure 23. Logical design of resilient server with a homogeneous environment. 

 

Figure 24. An illustration of file hierarchy system of Linux OS to the humanoid robot. 
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4.2. Resilient Server with a Homogeneous Environment 

The definition of the resilient server with a homogeneous environment means that we are running the 

server on the virtualization with the same (homogeneous) application types, the guest operating system (OS), 

and virtualization engine (i.e. VMM and container). In other words, we implement the resilient server type 

#1 that already discussed in Section 3.1. The logical design of this type can be shown in detail in Figure 23. 

This type offers flexibility to copy their faulty component from the other node compared to other types.  

As the illustration of how the resilient server with a homogenous environment has the possibility to 

change or replace its broken part from the normal node, Figure 24 shows the file hierarchy system of Linux 

OS where it has a few directory such as bin, boot, dev and others. Assume that these directories can be 

placed into the humanoid robot. Further, when one of humanoid robot parts has a problem, then we can 

easily replace it with a new part as long as the part is compatible with the existing humanoid robot. 

To realize the illustration of Figure 24 to the resilient server, we have to create the servers (nodes) with 

same specifications such as memory and storage disk capacity since we are focusing on a homogeneous 

environment.  We define each node by giving them storage that contains separate disk partitions as shown in 

Figure 25. Further, this figure also shows an abnormal node and normal node where an abnormal node has an 

infected file in one or more of the disk partitions. Moreover, we can store the disk partition as a file (Table 6) 

so that we can easily copy the component from one node to another when the failure occurs. 

 

 

 

 

 

 
(a) 

 
 
 

 

 

 

 

(b) 
 

Figure 25. Disk partition design of resilient server with a homogeneous environment: (a) normal node, (b) 

abnormal node. 
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Figure 26. Logical design of resilient server with a heterogeneous environment. 

 

4.3. Resilient Server with a Heterogeneous Environment 

In contrast to the resilient server with a homogeneous environment, in the resilient server with a 

heterogeneous environment, we have to make the nodes different to each other. In this design, we distinguish 

each node by the operating system and the application running specific services (e.g. web server or DNS 

server) as described by the resilient server type #4. For example, node X is running a Linux operating system 

and an Apache web server. Meanwhile, node Y runs a Windows operating system and an IIS web server. 

The logical design of this resilient server is shown in Figure 26. Further, the resilient server type #8 will 

discuss in detail in Section 5.  

The resilient server with a heterogeneous environment is more complex than the resilient server with a 

homogeneous resilient server. We cannot change or copy the broken component from the other nodes since 

they have a different OS and application. Therefore, we cannot apply mutual-repair to the resilient server 

with a heterogeneous environment. 

The biggest challenge of the resilient server with a heterogeneous environment is how to synchronize the 

information among the nodes. The synchronization process is very vital to continue the services to the user 

with consistent information. Before the normal nodes become abnormal due to a component failure, the 

information should be delivering to the replacement node. The problem is how the OS and application on the 

replacement node able to accommodate the information from the abnormal node so that the replacement 

node has consistent information as the abnormal node. 

 

4.4. Healthy Level of The Nodes 

We also called the server that runs on the virtualization environment as a node. This node will implement 

SRN model to address the failure that already explains in the previous section (Section 4.1). In order to 
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implement the SRN model, each node has to know its condition (healthy level) or others before the repairing 

action is decided. The healthy level value is between 0 and 1. More higher the value then the node is more 

healthy. Therefore, each node has to measure their healthy level by using the detector (Figure 12) that 

installed to detect the failure. When the detector detects abnormal condition then the healthy level will be 

decreased and vice versa. Further, we have to define the threshold value of the healthy level. The threshold is 

used to determine when the repairing process is started.  

 Algorithm 1. Pseudo-code implementation of the script for hang scenario 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

R ß 1 

threshold ß 0.5 

repeat 

 if  receiveIcmpRequest = FALSE then 

  if  R < threshold then 

   resetTheHangNode() 

  end if 

  if  R > 0 then 

   R ß R - 0.1 

  end if 

 else if  R < 1 then 

  R ß R + 0.1 

 end if 

until scriptIsStopped 

 

4.5. System Design and Implementation 

To simulate the failures that occur on the virtualization with the resilient server with a homogeneous and 

a heterogeneous environment, we define the three scenarios similar to Section 3.4.2 as follows: 

a) Hang scenario: a node partially or totally stops functioning 

b) Denial of Service (DoS) scenario: a node being attacked by a DoS 

c) Malware scenario: a node being infected by a virus where the contaminated node may infect 

other nodes 

Therefore, we need to install an application as SRN manager that operates as a detector. The detector will 

detect and recognize an abnormal condition present on the nodes. These detectors are inspired by an 

immunity-based system [68] when the healthy level (R) values of the detector is 0 to 1. ICMP, TCP and UDP 
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ping are examples of the network transport that we can use to create a script to detect the existence of the 

nodes. Further, in addition to installing the detector on the host OS or virtualization engine, we have to 

install the detector on each of the nodes (e.g. anti-virus and Tripwire). When the detectors identify an 

abnormal activity, the virtualization engine and the nodes respond to the detector alert by initiating the SRN 

model (e.g. self-repair or mutual-repair) which is followed by sending a report to the system administrator. 

The detectors are executed by the script that runs the hang, DoS and malware scenarios (Algorithm 1, 

Algorithm 2 and Algorithm 3, respectively). We need to evaluate the node condition (N) as to whether the 

node is getting faulty (value=1) or not (value=0) by checking the healthy level (0≤R≤1) with the threshold as 

shown in Equation 1. In this simulation we assume that the healthy level threshold value is 0.5. The 

assumption of the healthy level threshold value refers to the middle value where if the value is too high then 

the node is easily determined as the faulty node and vice versa. 

4.5.1. Hang scenario  

There are many potential activities that could trigger a hang condition. However, for this simulation we 

created a script that runs as a detector to check the node condition as to whether the node is in normal 

condition or in abnormal (hang) condition by utilizing an ICMP ping. This script is executed by the host OS 

or virtualization engine as a daemon. Algorithm 1 shows the algorithm of the script and the flowchart of this 

algorithm is shown at Appendix 1. To simulate the hang scenario on the nodes, we use the halt command to 

the node to create a hang condition. When the script did not (value=0) receive the ICMP ping (I) request 

from the node within a particular period, it makes the healthy level (R) value decrease 0.1 and vice versa 

(Equation 2). The host OS or virtualization engine will assume that the nodes are in the halt condition when 

the R value is lower than the threshold and the virtualization engine resets the node by restarting the node 

(intra-repair). After the resetting node becomes normal, the healthy level of the node will increase along with 

the resetting node sending the ping request to the virtualization engine. 

 

N =
0, R > 0.5
1, R ≤ 0.5

⎧
⎨
⎪

⎩⎪
     (1) 

R =
R− 0.1, I = 0
R + 0.1, I =1

⎧
⎨
⎪

⎩⎪
           (2) 

R =
R− 0.1, Ic ≥ 300
R + 0.1, Ic < 300

⎧
⎨
⎪

⎩⎪
       (3) 
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 Algorithm 2. Pseudo-code implementation of the script for DoS scenario  

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

R ß 1 

threshold ß 0.5 

repeat 

 if  Nc ≥ Ic then 

  if  R < threshold then 

   addTheSuspectedIpToFirewall() 

  else 

   removeTheSuspectedIpFromFirewall() 

  end if 

  if  R > 0 then 

   R ß R - 0.1 

  end if 

 else if  R < 1 then 

  R ß R + 0.1 

 end if 

until scriptIsStopped 

 

4.5.2. DoS scenario 

DoS is one of the various techniques often used by attackers to interfere with specific services (e.g. web 

server). It is difficult to overcome this attack, since DoS works by flooding traffic directly to the service and 

causing abnormal operation. We used the slowloris [64] script to simulate a DoS attack to the web server. In 

this scenario, we create a script by utilizing the netstat command to check the number of connections on a 

particular service and whether the connections are over the limit or not (Algorithm 2 and Appendix 2). When 

the script detects the number of connections (Nc) from an IP address that is accessing particular services is 

higher than the threshold of the maximum number of connections (Ic) within a certain period, it makes the 

healthy level (R) value decrease 0.1. However, if the Nc from the same IP address is detected lower than the 

threshold of Ic on the next check, it will make the R value of the IP address increase 0.1 (Equation 3). When 

the R value of the suspected IP address is lower than the threshold, the script will add the IP address to the 

firewall list using the iptables command (intra-repair) and vice versa. 
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 Algorithm 3. Pseudo-code implementation of the script for malware scenario  

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

R ß 1 

threshold ß 0.5 

repeat 

      if detectMalware = TRUE then 

            cleanTheMalware() 

            Rp ß partitionDiskInfection() 

            R ß R - Rp 

            if R < threshold  then 

                  isFound ß findNormalNodeWithDifferentApplication() 

                  if isFound = TRUE then 

                        switchTheAbnormalNodeWithStandbyNode() 

                  else 

                        isolateTheNode() 

                  end if 

            end if 

      else 

            if R < 1 then 

                  R ß R + 0.1 

            end if 

      end if 

until scriptIsStopped 

 

4.5.3. Malware Scenario 

Since we separate the file system and other paths (Table 6) into the different partition disk (Figure 25), 

we could repair the contaminated partition disk in two ways: (1) recovering by antivirus, and (2) switching 

with the normal node. We utilized anti-virus and Tripwire to detect the abnormal activity that was caused by 

the viruses. When the antivirus or Tripwire detects the virus, then the antivirus tries to remove the virus and 

inform the script that is running on the virtualization engine.  

The script will then update the healthy level (R) value of the node while the antivirus is trying to remove 

the virus. We assume the healthy level (0≤R≤1) of the node based on the partition disk of the nodes (Rp) 

(Table 7). The nodes are healthy (normal) when the R value is 1 and vice versa. After the R values have been 

updated by the script, then the script checks whether the antivirus has succeeded or not. If the R value is 
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lower than the threshold, the script continues to search the normal node (R=1). If there are no normal nodes 

then the script will isolate (turn off) the infected node in order to reduce the risk of the virus spreading to the 

other nodes. However, if the script found the normal node with a different application, then the abnormal 

node will be switched with the standby node (Algorithm 3 and Appendix 3). 

Table 7. The healthy level value of the partition disk. 

 

 

 

 

 

 

 

Figure 27. Implementation of the resilient server with an SRN model. 

4.5.4. General Implementation 

The description of general implementation of the resilient server with an SRN model is shown in Figure 

27. The implementation starts with failure (e.g., hang, DoS, and malware) to the server then the detector will 

identify the failure. For example, ping will be used to identify the hang failure, netstat will be used to detect 

Disk 

Partition ID# 

Mount 

point 

Healthy level 

of disk (Rp) 

1 / 0.2 

2 /var 0.2 

3 /usr 0.2 

4 /home 0.4 
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the DoS attack and ClamAV will be used to detect the malware. The result from the detector will affect the 

healthy level of the node as described in Algorithm 1, Algorithm 2 and Algorithm 3. When the healthy level 

is higher than the threshold then the repairing process will be applied to the failed node. For example, on 

hang condition where the application (service) cannot respond user request due to software bug (e.g., CVE-

2014-0098 [69]) then the self-repair is chosen to reset the application. 

 

4.6. Experimental Results 

Using the scenarios that we defined, we simulated them on the homogeneous and heterogeneous 

environments as follows: 

4.6.1. Hang Simulation 

In either the resilient server with a homogenous or heterogeneous environment, when the node does not 

send the ping request on the particular node to the virtualization engine then the script will decrease the 

healthy level value of the node (R) and vice versa. Table 8 and Table 9 show the test case result from the 

hang scenario. Figure 28 and Figure 29 shows the detail of the experiment result of hang failure simulation. 

Some nodes may not send the ping request to the virtualization engine due to heavy load processes occurring 

inside the node for a certain period (Table 8, node id #2 and #4). However when the nodes return to a normal 

state then the R value will increase on the next check. All of the nodes in Table 8 show that the R value is 

lower than the threshold and consequently this condition will trigger the virtualization engine to reset the 

node.  

Table 8. Test cases of hang scenario (step 7) on the resilient server with a homogeneous environment. 

Node ID # OS IP Address Healthy level State Action SRN Model 

1 M 192.168.0.1 0.4 X Reset self-repair 

2 M 192.168.0.2 0.4 X Reset self-repair 

3 M 192.168.0.3 0.4 X Reset self-repair 

4 M 192.168.0.4 0.4 X Reset self-repair 

 

Table 9. Test cases of hang scenario (step 7) on the resilient server with a heterogeneous environment. 

Node ID # OS IP Address Healthy level State Action SRN Model 

1 D 192.168.1.1 1.0 O - - 

2 R 192.168.1.2 0.9 O - - 

3 M 192.168.1.3 0.4 X Reset self-repair 

4 S 192.168.1.4 0.8 O - - 
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Figure 28. Result of hang failure on the resilient server with a homogeneous environment. 

 

When the node changes from an abnormal (X) to a normal (O) state after the reset process then the R 

value will increase on the next check. Since the resilient server with a homogeneous environment has the 

same structure (OS), the probabilities of the hang faulty recovery are the same (Table 8). On the other hand, 

the resilient server with a heterogeneous environment has different probabilities for a hang faulty recovery 

(Table 9). 

 

Figure 29. Result of hang failure on the resilient server with a heterogeneous environment. 

4.6.2. DoS Simulation 

In order to simulate a DoS attack, we use slowhttptest as an attacking tool to the web server. The 

simulations are run on both the resilient server with homogenous and heterogeneous environments. The first 
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action of this simulation is to define the target IP address of the web server. When the slowhttptest is 

executed, it creates multiple concurrent connections to the web server and makes the web server busy or 

operationally hampered. The nodes that are being attacked are running a script (Algorithm 2) that utilizes the 

*(/'/%/ command to detect unusual connections coming from a particular IP address. Table 10 and Table 

11 shows that both of the resilient servers with homogeneous and heterogeneous environments have the 

different condition. Only one node becomes abnormal node (X) when the Denial of Service (DoS) attacks 

the node with heterogeneous environment. Figure 30 and Figure 31 shows the detail of the experiment result 

of DoS attack simulation. The script will add the IP address that is suspected of being an attacker to the 

firewall list by utilizing the .$/%01(' command if the healthy level value is lower than the threshold.  

 

 
Figure 30. Result of DoS scenario on the resilient server with a homogeneous environment. 

 

 
Figure 31. Result of DoS scenario on the resilient server with a heterogeneous environment. 
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Table 10. Test cases of DoS scenario (step 7) on the resilient server with a homogeneous environment. 

Node 

ID # 

Service Suspected 

IP Address 

Healthy 

level 

State Action SRN Model 

1 A 192.168.0.1 0.4 X Block mixed-repair 

2 A 192.168.0.2 0.4 X Block mixed-repair 

3 A 192.168.0.3 0.4 X Block mixed-repair 

4 A 192.168.0.4 0.4 X Block mixed-repair 

 

Table 11. Test cases of DoS scenario (step 7) on the resilient server with a heterogeneous environment. 

Node

ID # 

Service Suspected

IP Address 

Healthy 

level 

State Action SRN Model

1 T 192.168.1.1 0.4 X Block mixed-repair 

2 N 192.168.1.2 1.0 O Block mixed-repair 

3 A 192.168.1.3 1.0 O Block mixed-repair 

4 L 192.168.1.4 1.0 O Block mixed-repair 

 
 

 

Figure 32. Result of malware scenario on the resilient server with a homogeneous environment. 

 

4.6.3. Malware Simulation 

In this simulation we create a script by involving antivirus and Tripwire. The script collects information 

from the antivirus or Tripwire whether the virus or anomaly inside the node is found (X) or not (O). In the 

resilient server with a homogeneous environment, the probabilities of the virus infection recovery on each 

node are the same. Meanwhile, the resilient server with heterogeneous environment has different 
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probabilities for virus infection recovery. Table 12 and Table 13 show the test case results of the virus 

infection in the resilient server with homogeneous and heterogeneous environments. Figure 32 and Figure 33 

shows the detail of the experiment result of malware simulation. There are two actions that can be executed 

by the script on each node: (1) Turn off or isolate the infected node, and (2) switch the infected node with the 

standby node. 

 

 
Figure 33. Result of malware scenario on the resilient server with a heterogeneous environment. 

 

Table 12 shows that the script on node id #1 detected the virus and that the healthy level value was less 

than the threshold and the script responded by repairing the infected node. Although node id #2 was infected 

but the healthy level of node id #2 is higher than the threshold so that this node was not repaired. Table 13 

shows that node id #3 has the same condition with node id #1 on Table 12. However, since the nodes are 

running in the resilient server with a heterogeneous environment then the script responds by switching the 

infected node with the standby node (state=S). While node id #4 replaces the position of node id #3, we 

could repair the infected node. This repair makes the application that runs vital services able to provide the 

service continuously and could reduce the chances of virus infection to the entire system (data center). 

Table 12. Test cases of malware scenario (step 3) on the resilient server with a homogeneous environment. 

Node 

ID # 

OS IP Address Infection Disk 

Partition ID# 

Healthy 

level 

State Action SRN Model 

1 M 192.168.0.1 1, 4 0.4 X Copy mutual-repair 

2 M 192.168.0.2 1, 3 0.6 O - - 

3 M 192.168.1.1 - 1 O - - 

4 M 192.168.1.2 - 1 O - - 
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Table 13. Test cases of malware scenario (step 3) on the resilient server with a heterogeneous environment. 

Node 

ID # 

OS IP 

Address 

Infection Disk 

Partition ID# 

Healthy 

level 

State Action SRN Model 

1 D 192.168.2.1 - 1 O - - 

2 R 192.168.2.2 - 1 O - - 

3 M 192.168.2.3 1, 4 0.4 X Switch switching-repair 

4 S 192.168.2.4 - 1 S - - 

 

Container (LXC) technology performs faster and more efficiently uses resources (e.g. memory consume) 

than Virtual Machine Monitor (VMM) technology. LXC performs 10 times faster than VMM (Section 3). 

However the VMM has many more types of guest operating systems than the LXC. For that reason VMM 

has a higher diversity than LXC to create a heterogeneous environment. By increasing the diversity of the 

node we can reduce the risk of fault to the server. 

 

4.7. Concluding Remarks 

The combination of virtualization technology and a self-repair network (SRN) model may be used to 

make servers resilient against failures that occur during operation. Simulations of resilient server using 

virtualization with a homogenous and a heterogeneous environment have been conducted. These simulations 

show that the server is able to recover from a failure in limited scenarios. Although Container technology 

offers higher performance than the Virtual Machine Monitor (VMM), VMM technology offers higher 

diversity. Similarly to the immune system, the diversity of nodes in the heterogeneous environment may 

lessen the vulnerability of the server since the virus in one infected node is unable to spread to other nodes. 
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5 Increasing The Diversity of Resilient Server Using Multiple 
Virtualization Engines and Distributed SRN Manager 

We have built the resilient server with a heterogeneous resilient server that able to rescue from failures in 

Section 4. However, this resilient server only rescues the server from the perspective of the guest OS, in the 

other words, we also need to rescue the server from the virtualization engine since there is a type of server 

failure that can be caused by the virtualization engines themselves (e.g., CVE-2016-1571 [70], CVE-2014-

8866 [71]). Figure 34 shows the comparison of failures that occurs on the virtual machine and the 

virtualization engine. When the failure occurs on the virtual machine, it will not affect to the other virtual 

machine. However, if the failure occurs on the virtualization engine, then the entire virtual machine under 

the same virtualization engine will stop operating. 

We start to build heterogeneous virtualization engines by utilizing multiple virtualization engines (XEN 

as VMM and LXC as Container) to solve the problems that can occur on them. We equipped the 

virtualization engine with an application that operates with a role to monitor and respond to failures called 

the SRN manager. Further, the SRN manager implements the SRN model that works to monitor and respond 

to all of the virtualization engines. The SRN manager can be placed in the centralized or decentralized 

(distributed) position. If the SRN manager is placed in centralized position then its mean that we use a single 

SRN manager for all of the virtualization engines and if the SRN manager has a problem, then all the 

virtualization engines will operate without any supervision [72]. 

 

            (a)                (b) 

Figure 34. Comparison of failures that occurs on (a) the virtual machine and (b) the virtualization engine. 

 

 

ALL THE 
VMs STOP 
OPERATIN
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To solve the issues on the resilient server with the centralized SRN manager, where it acts as a single 

central point for system failures, we were motivated to introduce a new design for a resilient server with 

multiple virtualization engines by distributing (decentralizing) the SRN manager in each of the physical 

server machines. The goal of this design is to increase the availability of the SRN manager on the resilient 

server so that it is able to monitor and respond to failures occurring on the guest OS and the virtualization 

engines.  

 Algorithm 4. Pseudo-code implementation of the script for 

communication between SRN Manager  

 1 

 2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

brIpAddr ß defineBroadcastIpAddress() 

listenTimeout ß generateRandomValue() 

priority ß definePriority()  

repeat 

   sendActiveSrnmSignal(brIpAddr, priority) 

   activeSrnm ß TRUE 

   check ß isThereAnyActiveSrnmSignalWithHigherPriority() 

   if check = TRUE then 

      otherSrnmIsActive ß TRUE 

      repeat 

         i ß 0 

         repeat 

                otherSrnmIsActive ß listenToActiveSrnmSignal(brIpAddr) 

                activeSrnm ß FALSE 

                i ß i +1 

         until listenTimeout < i 

      until otherSrnmIsActive = FALSE   

   end if 

until scriptIsStopped 

 

5.1. SRN Manager 

Since the SRN manager is placed in each of the physical servers, then the SRN managers should determine 

their operation as either a primary or secondary SRN manager. To achieve this, they need to communicate 

and decide which will become the primary SRN manager. Algorithm 4 shows the communication between 

two SRN managers. The communication starts by sending a broadcast signal to the network. The SRN 

manager informs their priority number (line 5 of Algorithm 4). When the SRN manager listens to the other 
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SRN manager, that has a higher priority number, then the lower priority number should change their status to 

an idle position (line 7 and 8 of Algorithm 4). Further, when the primary SRN manager that has the highest 

priority number is working, it will trigger the other scripts (Algorithm 5, Algorithm 6 and Algorithm 7) to 

activate its function to monitor and respond to failures occurring on the server (line 6 of Algorithm 4). 

 Algorithm 5. Pseudo-code implementation of the script for hang scenario 

with the distributed SRN manager 
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R ß 1 

threshold ß 0.5 

repeat 

     activeSrnm ß checkTheSrnmStatus() 

     if  receiveRespondRequest = FALSE and activeSrnm = TRUE then 

         if  R < threshold then 

               resetTheHangNode() 

               makeAReportToTheAdministrator() 

          end if 

          if  R > 0 then 

               R ß R - 0.1 

          end if 

     else 

          if  R < 1 then 

               R ß R + 0.1 

          end if 

     end if 

until scriptIsStopped 

	

	

We create several scenarios of failure of the server that are similar to those used in our previous section 

(Section 4.5), including hang, DoS attack, and malware. Furthermore, the failures that are described in these 

scenarios not only occur in the guest OS (node) but also in the host OS (virtualization engine). Since we use 

a distributed SRN manager, we need to modify our previous Algorithm (Algorithm 1 to Algorithm 3). The 

modification aims to adapt to the new design of the SRN manager as shown in line 4 and 5 of Algorithm 5, 

Algorithm 6, and Algorithm 7. We also need to consider implementation of Algorithm 5, Algorithm 6, and 

Algorithm 7, since we use multiple virtualization engines. For example, in Algorithm 5 (hang scenario), 

when the healthy level (R) of the node is lower than the threshold (line 6 of Algorithm 5) then the node will 

be defined as the hang node. The SRN manager will respond to this failure by resetting the hang node (line 7 
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of Algorithm 5). Since we use two types of virtualization engine, then each of virtualization engines has 

different command to reset the virtual machine. For example, if the hang node is running under VMM 

(XEN) then the SRN manager resets the hang node using the following commands: 

#	xm	destroy	<domain>	

#	xm	start	<domain>	

 
Meanwhile, when a failure is detected on a node that is running under the container (LXC) then the way to 

reset the hang node is by using the following commands: 

#	lxc-stop	-n	<container_name>	

#	lxc-start	-n	<container_name>	

	

	

 Algorithm 6. Pseudo-code implementation of the script for 

DoS with the distributed SRN manager 

 1 

 2 

 3 
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R ß 1 

threshold ß 0.5 

repeat 

     activeSrnm ß checkTheSrnmStatus() 

     if  Nc ≥ Ic and activeSrnm = TRUE then 

          if  R < threshold then 

                addTheSuspectedIpToFirewall() 

          else 

                removeTheSuspectedIpFromFirewall() 

          end if 

          if  R > 0 then 

                R ß R - 0.1 

          end if 

     else  

          if  R < 1 then 

               R ß R + 0.1 

          end if 

     end if 

until scriptIsStopped 
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 Algorithm 7. Pseudo-code implementation of the script for Malware 

scenario with the distributed SRN manager 
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R ß 1 

threshold ß 0.5 

repeat 

   activeSrnm ß checkTheSrnmStatus() 

   if detectMalware = TRUE and activeSrnm = TRUE then 

      cleanTheMalware() 

      R ß R – 0.1 

      if R < threshold  then 

         isFound ß findNormalNodeWithSameAppsButDifferentOs() 

         if isFound = TRUE then 

            switchTheAbnormalNodeWithStandbyNode() 

            makeAReportToTheAdministrator() 

         else 

            isolateTheNode() 

            makeAReportToTheAdministrator() 

         end if 

      end if 

   else 

      if R < 1 then 

         R ß R + 0.1 

      end if 

   end if 

until scriptIsStopped 

 

The same condition also occurs to DoS attack scenario as shown on Algorithm 6 at line 7 where it shows the 

response of the SRN manager when a DoS attack is detected. The node will be defined as an attacked node 

when the healthy level is lower than the threshold (line 6 of Algorithm 6). The healthy level of the node will 

decrease if the number of existing connections (Nc) is higher than the allowed maximum number of 

connections (Ic) as shown in Algorithm 6 at line 12. When a DoS attack is detected, then the SRN manager 

will respond to the DoS attack by adding the suspected IP address of the attacker to the firewall rule in the 

node that is being attacked using the iptables command. However, to prevent the attacker from attacking 

the other nodes, then the SRN manager needs to place the suspected IP address on the firewall rule on both 

virtualization engines (VMM and container). 
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Meanwhile, Algorithm 7 is used to respond the malware that compromises the server. When the malware is 

detected, then the server will try to clean up the malware by itself (self-repair) and the R value of the server 

will be decreased (line 6 and 7 of Algorithm 7). When the next inspection the malware remain exist and the 

R value lower than the threshold value, then the server will find the replacement (switching-repair) as shown 

on line 9 and 11 of Algorithm 7. 

 

Figure 35. Resilient server with two different virtualization engines. 

 

5.2. Multiple Virtualization Engines 

The use of multiple virtualization engines is intended to increase the diversity of the server. This concept 

is inspired by biological diversity where the same infectious agent will not infect individuals [49]. Further, 

this concept was first introduced in Tempo-C specializer of the Synthetix project [33]. To actualize type #8 

of the resilient server, we need to use a distinct virtualization engine on each of the physical server machines. 

Virtualization engine is an environment where the VM can be run. If the virtualization engine fails, then all 

the VM running on it will stop functioning. Therefore, we have to preserve the existence of the virtualization 

engine by providing an alternative VM technology to prevent failure on the virtualization engines.  

There are two VM technologies that we use in this work, VMM and container (Figure 35). The 

combination of them will give the advantage of increasing diversity at the virtualization engines level. Since 

the VMM is used for server operation, accordingly XEN as native VMM are chosen. We choose XEN as 

native VMM since it is freeware and successful (i.e., Citrix Suites). Further, XEN provides flexibility and 

ease of integration [73] with other applications and programming libraries to support the SRN Manager. The 

other virtualization engines that we use as container is LXC. We use LXC since it has simple design, which 

makes the LXC have less vulnerability. Further, LXC provides a facility to configure the network for the 

VM [74] without involving the other application (e.g., .$/%01(' command).  
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Figure 36. Centralized SRN manager on type #8 of the resilient server. 

 

 
Figure 37. Distributed SRN manager on type #8 of the resilient server. 

 

5.3. System Design and Implementation 

As the SRN manager plays an important role on the resilient server, we need to increase the availability 

of the SRN manager by modifying its availability from centralized to distributed. The difference between the 

centralized and distributed positions of the SRN manager and a description of the SRN manager is outlined 

as follows: 
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5.3.1. Centralized SRN Manager 

Figure 36 shows the design of a centralized SRN manager on type #8 of the resilient server. There are 

three physical servers used, two of them are used for the operation of virtualization engines while the other 

one is used for the SRN manager. Further, two types of virtualization engine are placed on each of the 

physical servers in this paper: VMM and Container. We use XEN as VMM and LXC as Container. 

Meanwhile, the SRN manager has to monitor and respond to failures occurring on both of the virtualization 

engines that run on separate physical servers. This design implies a single point of failure since only a single 

SRN manager is run. When the SRN manager encounters a failure, there is no SRN manager available to 

respond to a failure that occurs on both of the virtualization engines simultaneously. 

Table 14. Technical specification of the physical server machine [72]. 

Virtualization 

Engines 

Node 

ID # 

Guest OS Build 

number 

(release) 

Kernel version Application 

VMM:  

XEN 4.1 on Debian 

GNU/Linux 7.8 

with kernel 

version: 

3.2.0-4-amd64 

1 Debian 

GNU/Linux 

7.8 

(Wheezy) 

3.2.0-4-amd64 Apache 

2 Ubuntu 12.04 

(Precise) 

3.11.0-15-generic Apache 

Tomcat 

3 Fedora 22 4.0.4-301.fc22.x86_64 Nginx 

4 Windows 7 7601 - IIS 

Container: 

LXC 1.0.6 on 

Debian 

GNU/Linux 8.3 

with kernel 

version: 

3.16.0-4-686-pae 

5 CentOS 6.7 

(Final) 

3.16.0-4-686-pae Lighttp 

6 Debian 

GNU/Linux 

8 (Jessie) 3.16.0-4-686-pae Apache 

Tomcat 

7 Fedora 23 3.16.0-4-686-pae Apache 

8 Ubuntu 16.04 

(Xenial 

Xerus) 

3.16.0-4-686-pae Nginx 

 

5.3.2. Distributed SRN Manager 

In order to eliminate the risk that appears in type #8 of the resilient server with a centralized SRN 

manager, we modify the design so that the SRN manager is distributed to all of the physical servers as shown 

in Figure 37. Only two physical servers are used in this design while in the centralized SRN manager we use 

three physical servers. Details of their technical specifications refers to our previous work [72] and is shown 

in Table 14. However, this table shows that node id’s #5 to #8 have the same version due to the LXC 
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characteristic which uses a shared kernel of the host OS. This condition will likely lead to trouble when the 

LXC kernel has a vulnerability that allows privilege escalation because the host OS and all of the nodes can 

be compromised. To address this problem, we should apply mandatory access control (e.g., AppArmor) for 

the LXC.  

Since every physical server or virtualization engine is equipped with the SRN manager, then it should 

determine which one of the physical servers will operate as the primary SRN manager. If the primary SRN 

manager stops operating then the secondary SRN manager will replace the position. 

 

5.4. Experimental Results 

We test our design (type #8 of the resilient server) shown in Figure 37 to know the response of the SRN 

manager when the services (application), nodes (guest OS) and virtualization engine (host OS) encounter a 

failure based on the scenario explained previously (Section 4.5). The server failure includes hang, DoS, and 

malware. The experimental results of the failure scenarios are shown as follows. 

5.4.1. Hang  

There are several possibilities that can trigger a hang condition such as exploitation of a vulnerability, 

misconfiguration of a service, physical failures, and unknown reasons. In this scenario, we only focus on the 

hang condition caused by an unknown reason, since the other possibilities are unable to be solved using self-

repair but may be able to be solved using switch-repair. Further, although the node can be successfully reset, 

it cannot be guaranteed that the hang problem is permanently solved. We use ICMP ping to ensure the 

responsiveness of the guest OS and the host OS. Meanwhile, TCP and UDP ping are used to ensure the 

responsiveness of the application that runs on the guest OS. To simulate the hang scenario, we use the halt 

command to trigger a hang condition. The halt command applied not only to the node (guest OS) but also 

to the virtualization engine (host OS) so that the all the nodes under VMM (XEN) stop running as shown in 

Table 15 and Figure 38. When the SRN manager on VMM is stops running, the SRN manager switches to 

the secondary SRN manager that is running under the container (LXC) and switches the failed nodes (X) to 

the normal node (O) that have the identical services. 

When the resilient server uses the centralized SRN manager, then it will be vulnerable to hang failure as 

shown in Table 16 and Figure 39. This table shows that a resilient server where the SRN manager is in an 

abnormal state (X) whereby the guest OS that is having a hang failure on both virtualization engines is 

unable to be recovered (reset/migrate). 
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Table 15. Experimental result of the hang failure (step 7) with the distributed SRN manager 

Virt. 

Engine 

Node 

ID # 

Guest 

OS 

Guest OS 

Healthy 

level 

Guest 

OS 

State 

SRN 

Man. 

State 

SRN 

Man. 

Respond 

SRN Model 

VMM 

1 Debian 0.4 X 

X 

Migrate switching-repair 

2 Ubuntu 0.4 X Migrate switching-repair 

3 Fedora 0.4 X Migrate switching-repair 

4 Win. 7 0.4 X Migrate switching-repair 

Container 

5 CentOS 1 O 

O 

- - 

6 Debian 1 O - - 

7 Fedora 1 O - - 

8 Ubuntu 1 O - - 

 

Table 16. Experimental result of the hang failure (step 7) with the centralized SRN manager 

Virt. 

Engine 

Node 

ID # 

Guest 

OS 

Guest OS 

Healthy 

level 

Guest 

OS 

State 

SRN 

Man. 

State 

SRN Man. Respond 
SRN 

Model 

VMM 

1 Debian 0.4 X 

X 

(unable to respond) - 

2 Ubuntu 0.4 X (unable to respond) - 

3 Fedora 0.4 X (unable to respond) - 

4 Win. 7 0.4 X (unable to respond) - 

Container 

5 CentOS 1 O (unable to respond) - 

6 Debian 1 O (unable to respond) - 

7 Fedora 1 O (unable to respond) - 

8 Ubuntu 1 O (unable to respond) - 

 

5.4.2. Denial of Service (DoS) 

In this scenario, we assume that the DoS attack is based on the TCP connection. There are various 

applications that we can use to simulate DoS attacks such as slowhttptest, slowloris, and httperf. When an 

attacker attacks one of the nodes under VMM or container then the SRN manager will respond by adding the 

suspected IP address of the attacker to the firewall rule inside the attacked node. In addition, at the same 

time, the SRN manager also adds the suspected IP address to the firewall rule on both virtualization engines 

(VMM and container). Table 17 and Figure 40 shows that node id #1 is being attacked (X), and the SRN 
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manager responds to protect the normal nodes (O) by notifying the IP address of the attacker to the 

virtualization engines.  

Although one of the SRN managers is being attacked making it unable to protect the normal nodes, then 

the other SRN manager will replace its position.  In contrast to the resilient server with the distributed SRN 

manager, Table 18 and Figure 41 shows the resilient server with a centralized SRN manager unable to 

protect the normal node since the SRN manager is in the abnormal state (X). 

 

 

Figure 38. Result of hang failure on the resilient server with distributed SRN manager. 

 

 

Figure 39. Result of hang failure on the resilient server with centralized SRN manager. 
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Table 17. Experimental result of the DoS attack failure (step 7) with the distributed SRN manager 

Virt. 

Engine 

Node 

ID # 

Guest 

OS 

Guest OS 

Healthy 

level 

Guest 

OS 

State 

SRN 

Man. 

State 

SRN 

Man. 

Respond 

SRN Model 

VMM 

1 Debian 0.4 X 

X 

Block 
mixed-repair 

(self-repair) 

2 Ubuntu 0.9 O Block 
mixed-repair 

(mutual-repair) 

3 Fedora 1 O Block 
mixed-repair 

(mutual-repair) 

4 Win. 7 1 O Block 
mixed-repair 

(mutual-repair) 

Container 

5 CentOS 1 O 

O 

Block 
mixed-repair 

(mutual-repair) 

6 Debian 1 O Block 
mixed-repair 

(mutual-repair) 

7 Fedora 1 O Block 
mixed-repair 

(mutual-repair) 

8 Ubuntu 1 O Block 
mixed-repair 

(mutual-repair) 

 
 

 
Figure 40. Result of DoS attack on the resilient server with distributed SRN manager. 
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Figure 41. Result of DoS attack on the resilient server with centralized SRN manager.

 
Table 18. Experimental result of the DoS attack failure (step 7) with the centralized SRN manager 

Virt. 

Engine 

Node 

ID # 

Guest 

OS 

Guest OS 

Healthy 

level 

Guest 

OS 

State 

SRN 

Man. 

State 

SRN Man. Respond 
SRN 

Model 

VMM 

1 Debian 0.4 X 

X

(unable to respond) - 

2 Ubuntu 0.9 O (unable to respond) - 

3 Fedora 1 O (unable to respond) -

4 Win. 7 1 O (unable to respond) - 

Container 

5 CentOS 1 O (unable to respond) - 

6 Debian 1 O (unable to respond) -

7 Fedora 1 O (unable to respond) - 

8 Ubuntu 1 O (unable to respond) - 

 

5.4.3. Malware  

The same situation occurs in this scenario where malware has the possibility to infect either the node 

(guest OS) or the virtualization engine (host OS). When malware is detected by the anti-malware (e.g., 

rkhunter and chkrootkit [75]) then the SRN manager responds by cleaning the malware as shown by node id 

#1 in Table 19 and Figure 42. If the malware still resides after cleaning process, then the SRN manager 

responds by switching the abnormal node (X) to the normal node (O) that has the same service as shown by 

node id #2 in Table 19.  
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The worst case happens when the malware attacks the resilient server with the centralized SRN manager 

as shown in Table 20 and Figure 43. When the malware successfully infects the centralized SRN manager 

and cannot be cleaned or solved by the anti-malware then the entire nodes are left without any supervision. 

Table 19. Experimental result of the Malware failure (step 3) with the distributed SRN manager 

Virt. 

Engine 

Node 

ID # 

Guest 

OS 

Guest OS 

Healthy 

level 

Guest 

OS 

State 

SRN 

Man. 

State 

SRN Man. 

Respond 
SRN Model 

VMM 

1 Debian 0.4 X 

X 

Clean self-repair 

2 Ubuntu 0.4 X Migrate switching-repair 

3 Fedora 1 O  - - 

4 Win. 7 1 O  - - 

Container 

5 CentOS 1 O 

O 

 - - 

6 Debian 1 O  - - 

7 Fedora 1 O  - - 

8 Ubuntu 1 O  - - 

 

 
Figure 42. Result of malware scenario on the resilient server with distributed SRN manager. 

 

We also tested our system by counting the time spent by the server recovering from failure, especially in 

the hang scenario since it is required to reset the abnormal node (self-repair) or even to switch to the normal 

node (switch-repair). We commence counting when the virtualization engine resets the hang node, and the 

count is ended when the service is ready to be accessed. After conducting 10 trials of the test, a node using 

Linux OS spent 17.5 seconds on average and a node using Windows OS took 58.3 seconds on average. The 
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time spent shown by our system is acceptable because if we did it manually then we would need to add 

additional time for getting access to the host OS and inputting the reset instruction to the virtualization 

engine.  

 
Figure 43. Result of malware scenario on the resilient server with centralized SRN manager. 

 
 

Table 20. Experimental result of the Malware failure (step 4) with the centralized SRN manager 

Virt. 

Engine 

Node 

ID # 

Guest 

OS 

Guest OS 

Healthy 

level 

Guest 

OS 

State 

SRN 

Man. 

State 

SRN Man. Respond 
SRN 

Model 

VMM 

1 Debian 0.4 X 

X 

(unable to respond) - 

2 Ubuntu 0.4 X (unable to respond) - 

3 Fedora 1 O (unable to respond) - 

4 Win. 7 1 O (unable to respond) - 

Container 

5 CentOS 1 O (unable to respond) - 

6 Debian 1 O (unable to respond) - 

7 Fedora 1 O (unable to respond) - 

8 Ubuntu 1 O (unable to respond) - 

 

Based on the experimental result of resilient server type #8 and compared to the other types of resilient 

server, this design is able to solve a failure that occurs not only on the node (guest OS) but also in the host 

OS where the virtualization engine is running. The distributed SRN manager that is placed on all of the 

physical servers can provide higher availability than that seen in our previous work [72]. Further, this design 

is also inspired by the diversity of operating systems [33] and an immunity-based system [68]. Table 21 
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shows a comparison of the resilient server between type #2 to #4 and type #8. The resilient server type #8 is 

able to recover from limited scenarios of failure (i.e., hang, DoS attack, and malware) by implementing an 

SRN model. 

Table 21. Comparison of resilient server types 

Resilient Server 

Failure 

Type #2 to #4 Type #8 

Hang on the node (guest OS) self-repair self-repair 

Hang on the Virtualization Engine (host 

OS) 

(unable to repair) switching-repair 

DoS on the node (guest OS)  mixed-repair mixed-repair 

DoS on the Virtualization Engine (host 

OS) 

(unable to repair) mixed-repair 

Malware on the node (guest OS) self-repair, mutual-

repair, switching-

repair 

self-repair, mutual-

repair, switching-repair 

Malware on the Virtualization Engine 

(host OS) 

(unable to repair) switching-repair 

 
 

5.5. Concluding Remarks 

There were three parameters, including service (application), guest OS, and virtualization engine that we 

used in this work to design a type #8 of resilient server. The SRN manager that implements a Self-Repair 

Network model is utilized to solve failures that possibly occur on the guest OS and virtualization engines. 

What is different to our previous work [72] is that we distributed the SRN manager to all of the physical 

servers so that the availability of the SRN manager is higher than that of a centralized SRN manager. 
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6 Quantitative Comparison and Performance Evaluation of Resilient 

Server with a Self-Repair Network Model 
 

In this chapter, we will compare and evaluate our resilient server with other existing study using a 

benchmark application. The benchmark application called as UnixBench [76]. We will use this application to 

measure the performance losses of the server when we applied our proposed method to the server. The 

second benchmark application is slowhttptest [77]. This application is a highly configurable tool that 

simulates some application layer DoS attacks by prolonging HTTP connections in different ways (e.g., slow 

header). We will use this application to evaluate the performance of the homogeneous and heterogeneous 

resilient server. 

 

6.1. Quantitative Comparison 

In order to measure quantitative data, we built the resilient server with an SRN model using two types of 

hypervisor (KVM-based SRN and XEN-based SRN). These two hypervisors will run on different physical 

servers with the same specification of hardware (8 core Intel Xeon CPU and 8 GiB of RAM). In this section, 

we use a resilient server with totally homogeneous type (type #1). Therefore, each hypervisor host two VM 

with 2 vCPU and 1 GB of RAM running Debian GNU/Linux 5 and run Apache2 web server. The 

comparison of the performance overhead includes the individual and combined scenario of failures. The 

baseline is the execution time when running the workloads in each VM without the SRN manager enabled.  

Overall, on average KVM-based SRN has the lowest performance losses compared to the XEN-based 

SRN. It is shown by the performance losses value in which the KVM-based SRN produced 0.55%, 0.6% and 

0.91% performance losses for hang, DoS, and malware respectively (Table 22).  While the XEN-based SRN 

produced the performance losses about 0.9% for hang, 2.2% for DoS and 1.29% for malware. Therefore, the 

combined failure for KVM-based is also lower than XEN-based SRN that is 2.37% and 3.97% respectively. 

We also compare our resilient server with those in other studies that have similar scenarios of failure. 

Pham et al. built a reliable and secure (RnS) monitoring system for a virtual machine using out-VMI 

technique on the KVM hypervisor [78]. They monitor the activity of the VM using the HyperTap framework 

to detect hang, rootkit (malware), and privilege escalation attack. Moreover, the scenario of failures is a bit 

different in that the RnS detects a privilege escalation, while our resilient server detects DoS. However, we 

try to compare the hang, malware, and combined failure. Based on the comparison results, the KVM-based 

SRN still has the lowest performance losses where it shows that the performance losses of RnS in average 
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are 1.52% for hang, 1.72% for malware and 4.3% for combined failure (Table 22). Detail of the comparison 

of combined failure is shown in Figure 44. 

Table 22. Performance losses on the hang, DoS, malware, and combined failure.  

Scenario of failure 
KVM-based 

SRN 
XEN-based 

SRN 
RnS 

Hang 0.55% 0.90% 1.52% 
DoS 1.60% 2.20% N/A 
Malware 0.91% 1.29% 1.72% 
Combined failure 2.73% 3.97% 4.30% 

 

 
Figure 44. Comparison of performance losses for the combined failure between RnS, KVM-based SRN and 

XEN-based SRN. 

 

Although the comparison results showed that the KVM-based SRN outperforms the RS, the RnS in which 

represents the out-VMI, offers flexibility to monitor the VM without interfering or modifying the VM. 

Meanwhile, in-VMI implementation is less easy because we need to modify the VM to install the detector. 

However, we can easily choose the detector for the in-VMI so that we can get the monitoring result in detail.
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6.2. Performance Evaluation 

As we have explained in Section 3.1, the key point of the resilient server is based on a biological concept 

being the diversity of the nodes. To evaluate the performance of the resilient server, we will focus on a 

specific service called the web server. We will use three types of web servers: (i) Apache 2.2.9, (ii) Nginx 

0.6.32, and (iii) Lighttpd 1.4.19 which are run in the Debian GNU/Linux 5. In addition, we run those three 

web servers with default settings. Thus, we will create three VMs for each of the web servers (Figure 45). 

Since we use more than one web server then we need a load balancer so that the users or attacker can access 

the entire web servers as a single node. To build the load balancer for the web server, we use ipvsadm 1.24, 

ldirectord 2.1.3 and hearbeat 1.4.19. 

 

Figure 45. Three web servers with load balancer. 

 

In order to evaluate the performance of the server, we use slowhttptest to measure the service availability. 

We will simulate slowloris (slow headers) [79] attack to this server. Therefore, we use several parameters on 

the slowhttptest as shown in Figure 46. As a result, when we implement a homogeneous web server to all 

servers it shows that the availability of the service is lower compared to the server which implements a 

heterogeneous web server. When the SRN manager is enabled, the homogeneous Apache2 web server 

(Figure 47a) has the lowest service availability (2,46%). While the other homogeneous web servers, Lighttpd 

(Figure 47b) and Nginx (Figure 47c), have better performance (70.12% and 88.35% respectively). The 

heterogeneous web server (Figure 47d) has the highest service availability (90.12%). Further, when the SRN 

manager is disabled the service availability is decreasing. The homogeneous Apache2 (Figure 48a) has 

2,46% service availability while Lighttpd (Figure 48b) and Nginx (Figure 48c) has 51.6% and 60.8% 
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respectively. Moreover, the heterogeneous web server (Figure 48d) has 73.7% service availability. The 

results indicated that heterogeneous web server and SRN manager could maintain the service availability. 

 

Figure 46. Test parameters of slowhttptest to measure the performance of the server. 

 

        

(a)                                                                                  (b) 

        

(c)                                                                                   (d) 

Figure 47. Performance of the homogeneous web server ((a) Apache2, (b) Lighttpd, and (c) Nginx) and (d) 

heterogeneous web server with SRN enabled. 
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(a)                                                                                   (b) 

        

(c)                                                                                   (d) 

Figure 48. Performance of the homogeneous web server ((a) Apache2, (b) Lighttpd, and (c) Nginx) and (d) 

heterogeneous web server with SRN disabled. 

 

6.3. Concluding Remarks 

The combination of virtualization technology and a self-repair network (SRN) model may be used to 

build servers resilient against failures that occur during operation. This chapter presents a quantitative 

comparison of the resilient server using different types of virtualization engine (hypervisor) and virtual 

machine introspection (VMI) technique. KVM and XEN are used as the hypervisor, while in-VMI and out-

VMI are used as the VMI technique. Based on the experiment results, the KVM-based SRN (in-VMI) 

outperform the RnS (out-VMI). However, out-VMI offers flexibility to monitor the VM so that we can create 

a new VM without modifying it. Further, the experimental evaluation shows that node diversity can improve 

the resilience of the server against unknown types of failures.  
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7 Summary of Contribution 
 

This thesis offers the following contributions: 

• Recovery of server function. Our work covers more generic problems such as hang, DoS, and 

malware compared with existing work (Section 7.1). 

• Detection of server failure. Since we use virtualization technology, it will help the server to recover 

from failures automatically without human support (Section 7.2). 

• Diversification of implementation. We have built a heterogeneous resilient server in order to 

decrease the vulnerability of the server (Section 7.3).  

 

7.1. Recovery of Server Function 

There are several studies that are related to the resilient server (Table 2). Since our work focuses on the 

virtualization-based area, then we will discuss it in more detail in this area. First, Sano et al. [53] [49] 

developed a resilient server that focuses on recovering the domain name system (DNS) service from a DoS 

attack. Like our work, their concept of the resilient server uses multiple virtualization engines and referred to 

as hybrid virtualization. However, their work only focuses on a single problem (DoS attack), which attacks 

the DNS service. In contrast, our work does not only focus on a single problem, but aims to enhance the 

resilience of the server by solving multiple problems (hang, DoS, and malware).  

Second, Nagy et al. [23] built a server, which runs all virtual machines in parallel that run different web 

server implementations on various operating systems. They use N-version programming to detect a zero-day 

exploit. Further, Dunlap et al. [50] built a ReVirt project to help the system administrator of the server to 

evaluate an attack incident by replaying the attack event easily. Similar to Nagy et al. [23] study, this project 

is designed only to evaluate the server from failure, and the system administrator does the evaluation process 

manually. However, our work is not designed to detect an attack (e.g., zero-day attack), but to automatically 

recover from multiple failures that possibly occur during server operation. 

Third, Cully et al. [25] proposed the Remus project to increase the availability of the server by 

asynchronous virtual machine replication. They designed a resilient server consisting of two servers as an 

active server and backup server. This work is similar to the fault-tolerant system where if the active server 

encounters a failure, then the backup server will replace its position. Different to this project, our work 

implements an SRN model to address the failures so that the server is able to recover from the failure not 

only by replacing the faulty server (node) but also through self-repair and mutual-repair.  

Finally, Pham et al. [78] introduced reliable and secure (RnS) monitoring of VM using hardware 

architectural invariants (HyperTap framework). RnS has a slightly similar scenario of failures to our work 
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that being hang, malware (rootkit) and escalation privilege. However, they use out-VMI as the monitoring 

system while we use in-VMI. Moreover, they do not discuss how to recover from a failure after it has been 

detected.  

 

7.2. Detection of Server Failure 

The system administrator of a computer server cannot predict when a failure will happen, and know what 

causes the failure. Computer failures can occur in various ways. As we have explained in Chapter 1, there 

are classifications of computer failure (Table 1). When computer failure occurs, we need to repair it as soon 

as possible and automatically so that the service (e.g., web server) that runs on the server can be accessed 

again. We use in-VMI to detect the failure on the VM since we use an SRN model where this model is 

described as a network that consists of nodes which have the capabilities of repairing other nodes and being 

repaired by other nodes.  

In this study, we introduced the healthy level of the nodes (Section 4.4). The healthy level is used to 

know the condition of the nodes and to decide whether the node needs to be repaired or not. The healthy 

level value of the node will decrease if the abnormal condition is detected and vice versa. We use a detector 

to identify the failure (e.g., ping to detect hang). According to the classification of computer failure in Table 

1, the failure may recover without repairing process (e.g., transient failure). That's why we also use the 

healthy level to avoid the SRN manager concluding all the detected failures as a permanent failure. 

Although VMI research tends to focus on out-VMI due to some weaknesses of host-based monitoring 

[28], it turns out that in-VMI can bolster intrusion detection [29]. The experiment results show that the 

KVM-based SRN (in-VMI) outperforms the RnS (out-VMI). However, out-VMI offers flexibility to monitor 

the VM so that we can create a new VM without modifying the VM. 

 

7.3. Diversification of Implementation 

We have undertaken an experimental evaluation. Our experiment focused on the comparison of the 

resilient server with homogeneous and heterogeneous resilient servers. The experiment reveals that a 

homogeneous resilient server is easy to recover from failure, especially when the malware attacks the server. 

The resilient server with the homogeneous environment easily repairs (replaces) the abnormal node (Figure 

32). However, we have to consider that the nodes in this resilient server have the same vulnerability. 

Meanwhile, the resilient server with the heterogeneous environment has more resilience than in the 

homogeneous environment (Figure 47) where the heterogeneous environment provides the highest 

availability of the service.  
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8 Conclusion and Future Work 
8.1. Conclusion 

We have successfully built the simulation of the resilient server using virtualization technology. We 

define eight types of resilient server using virtualization technology by combining three parameters of server 

component (service, guest OS, and virtualization engine). In this work, we use two types of virtualization 

technology, which is used in this study. The first type is VMM and the second type is container. We use 

XEN as VMM and Docker (LXC) as container. To simulate the resilient server with virtualization 

technology, we create three scenarios of failure that possibly occurs during server operation including hang, 

DoS, and malware. Based on the simulation results, the resilient server with virtualization technology 

demonstrated how a server could keep the resilience and protect against server operation malfunctions 

without any human support. Further, the simulation also revealed that container performance outperforms the 

VMM. It is shown by the execution time of container, which is ten times faster than VMM. Meanwhile, the 

memory usage of container is more efficient than VMM where container consumes 37.4%, while VMM 

consume more than 90% of memory resource. Although, the container is faster and more efficient, but VMM 

offers higher diversity that can be a solution to keep more resilience (learned from the immune system). 

The resilient server can be built in the homogeneous (type #1) and heterogeneous (type #2 to #8) 

environment. We compare the performance both of resilient server by involving the SRN model. There four 

model of SRN that we used in the experiment. The SRN model will be applied to solve the failure that 

occurs on the server in the homogeneous and heterogeneous resilient server. The experiment results show 

that the homogeneous resilient server is easier to replace or copy to the faulty part from the normal node 

(server). Although the resilient server with homogenous environment offers ease of part replacement, this 

resilient server has less resilience than heterogeneous environment since the entire server in the homogenous 

environment has the same vulnerability. Furthermore, the biggest challenge on the resilient server with 

heterogeneous resilient server is synchronization of data or information among the servers. 

Finally, in order to increase the resilience of the server, we need to enhance the diversity of the server by 

building the resilient server type #8 where all of the parameters have a different combination. In this type of 

resilient server, we have to consider the importance of the SRN manager that operates to monitor and 

respond the failures that occur on the server. The SRN manager can be placed in the centralized or 

decentralized position. The experiment results explain the performance of distributed SRN manager on the 

resilient server surpasses the centralized SRN manager. When the SRN manager is placed in the distributed 

position, it can rescue the server from failures that occur on the guest OS and host OS (virtualization engine) 

since more than one SRN manager is available to protect the server. However, distributed SRN manager 

causes higher cost compared to centralized SRN manager. Also, the quantitative comparison reveals that our 
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proposed method has low performance loss and the diversity of the nodes can improve the resilience of the 

server against unknown type of failures. 

8.2. Future Work

In the future, in order to increase the resilience of the server, we need to involve other mechanisms or 

technologies, such as the Software-Defined Networking (SDN) concept that offers flexibility to organize 

network topology so that the server is more resilient to failure. Further, SDN concept offers a higher level of 

server resilience not only in respect to the host but also from the perspective of the entire network. When the 

server can organize the network using the SDN concept, then it can avoid particular failure, e.g., DoS attack 

[80]. Figure 49 shows a simple simulation of resilient server by involving SDN concept without SRN model. 

Moreover, we also have to consider physical failure due to natural events (e.g., earthquakes, floods, etc.) that 

can disturb the functionality of the server. To address this failure, we can implement a disaster recovery 

system where this system provides two or more redundant fault-tolerant systems. 

 

 
Figure 49. Simulation of resilient server with SDN concept.
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Appendix 1 

Flowchart of the script for hang scenario (Algorithm 1) 
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Appendix 2 

Flowchart of the script for DoS scenario (Algorithm 2) 
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Appendix 3 

Flowchart of the script for malware scenario (Algorithm 3) 
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