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Humans have an excellent ability to face perception. For example, even a casual pattern such as a cloud may appear like a face. The 
phenomenon that is seeing objects as a face is called "pareidolia." However, the details of the mechanism of this phenomenon have 
not been clarified. The purpose of this thesis is to clarify the representation in the brain involved in the face pareidolia phenomenon, 
which is an illusion of face perception, by psychological, electroencephalogram (EEG), and pupil diameter measurements. In 
particular, we focus on the differences in the brain and behavior before and after the face pareidolia phenomenon. 
 First, we investigated whether the inversion effect index of the N170 component reflected face-likeness by observing the 
correlation between the event-related potential (ERP) components and behavioral reports of face-likeness. Previous ERP studies 
showed that the P1 component (early visual processing), the N170 component (face detection), and the N250 component (personal 
detection) reflect the neural processing of faces. Inverted faces were reported to enhance the amplitude and delay the latency of P1 
and N170. To investigate face-likeness processing in the brain, we explored the face-related components of the ERP through a 
face-like evaluation task using natural faces, cars, insects, and Arcimboldo paintings presented upright or inverted. We found a 
significant correlation between the inversion effect index and face-like scores in P1 in both hemispheres and N170 in the right 
hemisphere. These results suggest that the judgment of face-likeness occurs in a relatively early stage of face processing. 
 Next, we investigated how both aspects of bottom-up processing and top-down modulation contribute to face-likeness perception. 
Humans can immediately judge what kind of object it is by looking at the object. Especially for the face, the ability is sharpened. 
This ability to quickly group experienced stimuli into meaningful categories (perceptual categorization) is undoubtedly one of the 
most fundamental high-level brain functions. In the visual domain, the method of investigating the perceptual categorization process 
is to combine visual periodicity with a direct recording of neural activity, for instance, using EEG. We considered this 
category-selective response might be generated or modulated by face-likeness. We recorded EEG while presenting natural images of 
objects at a fast-periodic rate of 12 Hz. We compared neurophysiological responses to periodic and non-periodic face and face-like 
object stimuli in a fast-visual stream. Moreover, we presented an inverted face and face-like object stimuli as a control. As a result, 
category (face-like object)-selective EEG responses did not elicit in a fast-periodic stream. This result indicates that the face-like 
category does not generate a unique category-selective response unconsciously. This result suggested that the pareidolia 
phenomenon does not occur in the bottom-up process. 
 Moreover, we investigated face pareidolia using pupillary response. The pupillary response was suggested to be influenced by 
high-level cognition. Therefore, we predicted that the change of pupil diameter might be induced by face pareidolia. We measured 
that pupil diameter when stimuli were perceived as faces. The stimuli consisted of five circles, including a big circle and four small 
circles. The subjects performed two tasks (face-like and symmetry) to the same stimuli in the block design. As a result, pupil 
dilation in face-like conditions showed differences between the face-like task and symmetry task. However, pupil dilation in the 
symmetry condition showed no differences between tasks. These results suggest that this pupillary effect is specific for the face-like 
processing by the top-down process and not specific for the symmetry processing. 
 Lastly, we clarified preference changes with the pareidolia phenomenon. We hypothesized that a face-like object elicited an 
orienting response, like a face, and attracted more attention than other visual stimuli. However, it is predicted from past studies that 
the effect does not affect unless a face-like object is recognized as a face. We investigated whether seeing objects as a face would 
influence preference. In the experiment, we used a pareidolic image that could be perceived as a face or abstracts painting. These 
images are presented upright or inverted. The participants performed two tasks. 1) to select more preferred in the two alternatives 
forced-choice task. 2)face-like evaluation tasks. We divided the participants into two groups in the order in which the tasks were 
performed. The group that first performed "Face-likeness evaluation task," and then performed "Preference task" was defined as 
"Face biased group." Another group named "No face biased group" performed the first "Preference task" and then "Face-likeness 
evaluation task." As a result, the Face biased group preferred the upright than the inverted images, although another group did not 
prefer the upright images. This result suggested that the pareidolia phenomenon affects preference. 
 We clarified the differences in the brain and behavior before and after the face pareidolia phenomenon. Besides, we identified 
timing, area, and pupil response associated pareidolia phenomenon. In the future, the findings of the study might be of use to 
person-to-machine communication or social life. 
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CHAPTER 1. INTRODUCTION 1

Chapter 1

Introduction

The purpose of this thesis is to clarify the representation in the brain involved in the face

pareidolia phenomenon, which is an illusion of face perception, by psychological assessment,

electroencephalogram (EEG), and pupil diameter measurements. In particular, we focus on the

difficult in the brain and behavior between before and after the face pareidolia phenomenon.

Movies and beautiful scenes made with high elaborate CG look real; however, the human face

made with sophisticated CG feels unnatural. Human face perception is special, and it can

process detailed information compared with other object perception. Such high face perception

ability is prominent in the perceptual aspect and the cognitive/memory aspect.

Nevertheless, this high face perception ability also affects objects. For example, the Arcim-

boldo painting shown in Figure 1.1 has a face composed of objects other than the face, such as

vegetables, fruits, and chicken. It is difficult to find a face when the painting is upside down,

but it is easy to find a face when the painting is upright. The face is easily identified if the

face is found in an upright orientation, but it is difficult to be identified if it is found in an

upside-down orientation. If the face is found even once, it will stand out, and it will be difficult

to pay attention to objects other than the face. The findings show that our behavior for this

painting has changed after finding the face.
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Figure 1.1: The Arcimboldo paintings.

1.1 Face perception

Faces are the most important visual stimuli for social communication. The face is in itself

just one of the visual objects; however, it has a socially important meaning and coveys various

information. For example, when humans see each other’s faces, personal information can

be read immediately, and emotions can be understood from facial expression and color. The

most popular form of animal communication is the revealing of characteristic body parts and

natural movements. For humans, this information is gathered in the face. Accordingly, face

perception becomes a specialized ability for humans because of the existence of specialized

brain areas, which are specific to the face and the innate properties of face perception. Fantz

et al. identified the innate properties of face perception [1] [2] [3] [4], and thereafter, the

innateness of face perception has been studied extensively. Goren et al. compared the face

arrangement condition, the face shape without facial pattern condition, and the correct facial

pattern condition in infants’ study, and they showed that infants preferred the correct facial

pattern condition [5]. Simion et al. suggested that newborns preferred “top-heavy” stimuli,

and such bias may account for neonatal face preference [6]; the findings indicate that “top-

heavy”arrangements (which gather information at the top), rather than the specific parts such

as eyes, nose, and mouth, are essential. The pattern of “top-heavy,” which shows preference

even for newborns, is the basis of face perception.

1.1.1 Face detection and its mechanism

As described above, the face is an extraordinary visual stimulus for humans. It is just one of the

visual objects, but it has socially important meanings and conveys various information such as

personal identification, facial expressions, and age. In order to recognize a face, it is necessary to
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perceive the whole face rather than identify each facial part separately. The process to perceive

this whole face is classified as “configural processing”/“holistic processing.” “Featural

processing,” a process opposite to this whole process, conducts to perceive individual parts.

Configural processing has two stages: the first-order and second-order processes. According to

Maurer et al., the first-order process is to perform face detection, and the second-order process

is to distinguish the small difference in face arrangement and perform face discrimination.

The first-order and second-order processes of configural processing are described in detail

as follows. The first-order process is to detect the face from the correct arrangement of eyes,

nose, and mouth, and this function is sensitive for newborns [5]. Most importantly, in this

first-order process, the elements used for face detection are face arrangement rather than eyes,

nose, and mouth features. The pareidolia phenomenon described in the following sections is

considered to be caused by face detection in this first-order process. The second-order process

is to distinguish individual faces based on subtle differences in the arrangement of eyes, nose,

and mouth on each face. Thus, personal identification is possible even if the hairstyle changes.

1.1.2 Face perception model

Bruce & Young(1986) proposed a functional model for the processing of various information

obtained from faces (Figure 1.2) [7]. This model is a relatively old functional model for face

perception, and its validity has been discussed in several studies. However, it is still widely

cited as a model for the basic processing of face perception.

Figure 1.2: Functional model for face recognition proposed by Bruce & Young(1986)[7](Calder

＆Young(2005) [8]).
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This model assumes that a continuous processing path is followed until the name is finally

searched after the face is perceived, and the processing is classified into the following four steps.

1. Encoring of visual information: allowing invariant structural properties of the face to be

perceived independently of variations in orientation, expression, and context.

2. Face recognition units: comparison of this perceptual information with memory represen-

tations of previously seen faces.

3. Person identity nodes: associating these representations with identity specific semantic

information about known individuals.

4. Name generation

First, when a face is perceived, visual processing based on image analysis is performed.

In addition to this analysis of information used for facial expression recognition and speech

recognition, the “expression-independent description” used to identify an individual is per-

formed. It is important that the face can be recognized as a person even if the expression

and face orientation change with age and situation. It is considered that the “expression-

independent description” formed through the structural encoding hypothesis supports this

cognitive behavior. In the face recognition unit process, the perceived information is compared

with the memory representation of the face. It is assumed that the description formed in the

previous structural encoding process is stored in the face recognition unit. The judgment for

known faces is conducted by determining the similarity between the stored information and

the perceived information. Subsequently, the process can access “the person identity node,”

stored information for identifying an individual. Finally, the person is identified via the name

generation.

In addition, the Bruce & Young [7] model has been validated by the neuropsychological

model developed by Haxby et al. [9]. They proposed a hierarchical model that is divided

into a core system and an extended system. The core system is composed of occipitotemporal

regions in the extrastriate visual cortex that mediates the visual analysis of faces. The extended

system comprises of regions from neural systems related to other cognitive functions.

They proposed that two classes of face perception operations are kept distinct within the

core system. One is a class that captures the “invariant features” for identification, and the

other is a class that captures the “changeable features,” such as expression and eye gaze

changes. The latter processing class is activated even if the invariant information is activated

by changeable information of the face. The brain regions responsible for both systems are
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described in Figure 1.3. First, the outline and the edges of the face are encoded in the inferior

occipital gyri; the individual information is integrated, while the “invariant information” is

integrated into both the lateral fusiform and superior temporal sulcal region. The“changeable

information” is input to the superior temporal sulcus and is then processed. The functions of

these regions correspond to the structural coding process in Bruce & Young’s face recognition

model [7]. With this function, morphological features of faces and expressions are encoded,

and appropriate representations are generated so that the extended system can process them.

Moreover, DeGelder et al. proposed the subcortical system in addition to the core system and

the extended system [10]. In this system, facial information from the retina is transmitted

to both the superior colliculus and the amygdala via the thalamus, and this process has been

termed as an automatic processing route. It is mainly considered to be a function that relies on

low spatial frequency information to detect a face and direct visual attention to the face [11].

Therefore, it is called the unconscious reaction to the face and is to adjust to the subsequent

cortical pathway processing. Thus, in addition to the conventional face recognition models,

the mechanism of facial recognition processing is gradually being clarified by neuroscientific

evidence obtained by the recently developed brain activity measurement technology.

Figure 1.3: The face perception model of Haxby(2000)[9](refer from Calder＆Young(2005)[8]).
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1.2 Face pareidolia

Humans have an excellent ability to face perception. For example, even a casual pattern, such

as a stain on the ceiling or a cloud, may appear like a face. The phenomenon, i.e., seeing

objects as a face, is called pareidolia. Notably, the phenomenon where humans tend to see

faces in non-face objects is called Face Pareidolia. However, the detailed mechanisms of this

phenomenon have not been clarified.

Originally, the Pareidolia phenomenon is a kind of psychological phenomenon that refers

to“a phenomenon that is considered meaning different from its original meaning in meaning-

less patterns, landscapes, and objects.” In general, even when this phenomenon occurs, the

perception that the object has been misrecognized is maintained and experienced even if the

consciousness is clear.

1.2.1 Perception model

The fundamental cognitive mechanism of the pareidolia phenomenon is based on the face per-

ception process. When humans see an object, they unconsciously judge whether it is a human

face or not. This ability to recognize a face is a high-level recognition function of humans. In

face perception, our brain conducts featural processing that recognizes from facial elements such

as“eyes, nose, and mouth”and holistic processing that recognizes from the arrangement of the

facial elements. In particular, holistic processing is related to the pareidolia phenomenon [12].

This phenomenon depends on the face arrangement rather than the face element. Therefore,

this phenomenon is considered a relatively low-level cognitive process. However, recently, it

has been thought that this phenomenon is due to the high-level cognitive process that occurs

because of the influence of the top-down process [13]. Liu et al. found that the pareidolia

phenomenon occurred even when random noise images did not have facial features; the activa-

tion of the occipital region was associated with face perception, and the prefrontal cortex was

related to high-level cognitive functions such as executive function.

A few studies suggest the inferior occipital gyri and the right fusiform face area are associ-

ated with the face pareidolia in the neural pathway of the pareidolia mechanism [13] [14]. It

has been demonstrated that stimulating these regions (face-selective regions) in the left or right

hemisphere with TMS has made face categorization difficult [15] [16]. It is conceivable that face

categorization is performed in these areas. These studies suggest that the categorization process

of perceptual stimuli requires identification (providing different responses to stimuli belonging

to different categories) and generalization (providing similar responses to different stimuli in the
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same category) [17]. Generalization processing, not identification processing of categorization

processing, contributes to the pareidolia phenomenon. Because the categorization process is

robust against the classification of different categories, and it is conceivable that the classifi-

cation of different categories, such as face and object categories, is performed correctly. On

the other hand, since the generalization process is to determine whether the perceived object

belongs to the category learned so far, it is expected that the ambiguous information such as

face-likeness will be classified into the face category by the generalization.

The prefrontal cortex plays an essential role in category representation and generalization.

Single-unit studies in monkeys indicate that PFC neurons encode abstract behavioral rules

[18] [19] [20] and are involved in context-sensitive decision making [21], and PFC processes the

abstract rules beyond specific details of sensory and motor outputs and generalizes these rules in

new contexts [22]. This feature allows PFC to perform essential functions in category learning

and generalization. As mentioned above, PFC has been shown to have an essential contri-

bution to the pareidolia phenomenon, suggesting that generalized processing has dramatically

contributed to the occurrence of the pareidolia phenomenon.

1.2.2 Relationship to other perception

This pareidolia phenomenon affects not only visual illusions but also our behavior. Takahashi

et al. demonstrated that gaze cueing effect and joint attention, which are essential in com-

munication, are caused by this phenomenon [23] [24], and visual detection is increased by this

phenomenon [25]. This phenomenon is also known to occur in front of the car. Klatt et al.

found that the impression such as “cool” and “cute” to the design of the front of the car

affects the behavior of pedestrians [26]. Moreover, Guido et al. showed that advertisements

with pareidolic faces are preferred than those without pareidolic faces [27]. Therefore, the

pareidolia phenomenon is closely related to our social life, and it has been used in marketing

and design for improving the intimacy of objects.
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1.3 Approaches

We investigated the neural mechanism of the pareidolia phenomenon using the psychophys-

ical methods, EEG, and Pupillometry. First, we examined the occurrence dynamics of the

pareidolia phenomenon using EEG components related to face processing (Chapter 2). We

hypothesized that the EEG components could be used to clarify the pareidolia phenomenon

mechanism and dynamics since the EEG component contributes to face processing such as

latency, featural processing, and holistic processing. Next, because the pareidolia phenomenon

might be a special categorization in the face and object categorization process, we focused

on the categorization process in the pareidolia phenomenon. Since this categorization process

changes not only by bottom-up processing but also by top-down modulation, we investigated

the categorization processing of face-likeness from both sides. Subsequently, we clarified the

effects of bottom-up processing and top-down modulation of the pareidolia phenomenon using

the pupil diameter response (Chapter 4). It has been reported that the pupil diameter response

is changed by the Bottom-up processing and Top-down modulation of the face processing, and

both sides of the Bottom-up process and Top-down modulation in the pareidolia phenomenon

are clarified by pupillometry. In addition, since human faces are known to affect our behavior,

it is conceivable that they also affect our behavior when the pareidolia phenomenon occurs.

The behavior associated with the pareidolia phenomenon was investigated by psychophysical

methods (Chapter 5). By combining these biosignals and behavioral data, we clarified the neu-

ral mechanisms of the pareidolia phenomenon and behavioral changes caused by the pareidolia

phenomenon.

1.4 Overview

This thesis comprises four studies (Chapter 2–5). First, we present what the pareidolia phe-

nomenon is, how we perceive an object as a face, and the goal and approaches of this study

in this chapter. Next, in Chapter 2, we present how the pareidolia phenomenon is processed

in our brain using EEG. Then, in Chapters 3, 4, and 5, we present the bottom-up process and

top-down modulation for the pareidolia phenomenon. Our main focus in these chapters is the

differences in the brain and behavior between before and after the face pareidolia phenomenon.

As shown in Chapter 3, we investigated how both aspects of bottom-up processing and top-down

modulation contribute to face-likeness perception using EEG. Moreover, as shown in Chapter 4,

we investigated the top-down modulation for the pareidolia phenomenon using pupil response.

Furthermore, as shown in Chapter 5, we investigated how the pareidolia phenomenon effects
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on preference. Finally, we summarize the outcomes of the four studies in the final chapter.
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Chapter 2

Temporal dynamics of the face

pareidolia

2.1 Introduction

Faces are the most important visual stimuli for social communication. When humans see each

other’s faces, personal information can be read immediately, and emotions can be understood

from facial expression and color. In this way, face perception is valuable for humans. In

addition, people tend to find faces unconsciously, even in objects (e.g., ceiling stains, clouds

in the sky, etc.). Even infants preferentially watch face-like objects [28]. This phenomenon is

called “face pareidolia,” and is a kind of visual illusion, not a hallucination. How, then, do

humans perceive face-likeness in non-face objects?

Brain functions related to face processing have been studied using neuroimaging, including

functional magnetic resonance imaging (fMRI) and electroencephalography (EEG). Whereas

fMRI has high spatial resolution and identifies the brain areas related to face processing

[29] [9] [13], EEG has high temporal resolution and can be used to examine dynamic pro-

cesses [30]. Some EEG-based face studies have also utilized event-related potentials (ERP);

some ERP components have been reported to be related to face processing. P1 is an early

positive component, peaking at around 100 ms, which is sometimes larger in response to faces

than objects [31] [32] [33] [34]. A more face-sensitive response was found at the level of the

N170, peaking at approximately 160 ms over the occipito-temporal sites [30] [35]. The N170

component is larger for faces than for all other objects, especially in the right hemisphere

[30] [35]. Moreover, this component is sensitive not only to human faces, but also to schematic

faces [36] [37]. It is therefore considered to be intimately involved in face processing. Fur-
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thermore, the N170 differs between hemispheres [30] [38] [39]; the amplitude is larger in the

left hemisphere for featural processing (eyes, nose, and mouth), and in the right hemisphere

for configure/holistic processing [40] [9] [39]. In addition, the N250, peaking at 250–300 ms,

subsequent to the N170 component, is sensitive to face identity [41] [42].

Conversely, face inversion effects have been well studied for specific face recognition. This

phenomenon disrupts face recognition when face stimuli are inverted 180◦. Moreover, the dis-

ruption effect is larger for face stimuli than for other object stimuli [43]. There is evidence that

configural/holistic [44] [45] processing of human faces is disrupted by inversion [44] [46] [47] [48].

Reed et al. [49] reported slower reaction times (RTs) and higher error rates for decisions about

inverted faces than for those about upright faces. This effect is observed in brain activity as

well as in behavior [30]. The N170 and P1 components are larger with presentation of inverted

face stimuli, but not with that of inverted object stimuli [50] [32]. Some previous studies

have reported that the amplitudes of the P1 and N170 components increased and the latencies

were delayed with presentation of inverted face images, as compared to upright face images,

which suggested that the P1 component is an early indicator of endogenous processing of visual

stimuli, and that the N170 component reflects an early stage of configural/holistic encoding,

and is sensitive to changes in facial structure [32]. In addition, some studies have suggested

that upright faces are dominated by holistic processing, and inverted faces by featural process-

ing [39]. For example,  Rossion et al. [51] [52] [53]  reported that N170 inversion effects

disrupted processing of configural/holistic information. This effect is considered as a marker

for special processing of upright face stimuli in the brain [54] [55]. Moreover, another study

suggested that the inversion effect of N170 amplitude is category-sensitive [56]. These results

suggest that the inversion effect is a marker for face-like processing.

Other previous studies investigating holistic and featural processing during face process-

ing of inverted faces, using realistic and schematic images, reported that the N170 amplitude

increased when inverted realistic face images were presented [41]. Conversely, the N170 ampli-

tude decreased when inverted schematic face images were presented. This study theorized that

schematic faces that did not have enough featural information were recognizable by holistic pro-

cessing when presented upright. However, when the images were inverted, the N170 amplitude

was reduced due to preferential featural processing instead of configural/holistic processing.

This suggested that individuals perform holistic processing in response to upright faces and

featural processing in response to inverted faces.

Facial inversion effect studies have investigated face-like objects as well as faces. 1 study

investigated holistic processing using face images; Arcimboldo paintings consisting of vegetables,

fruits, and books; and object images (e.g., a car and a house) [39]. In the upright stimuli,
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Arcimboldo paintings and face stimuli induced larger N170 amplitudes in the right hemisphere

than did object stimuli. In contrast, in the left hemisphere, N170 amplitudes differed between

processing of Arcimboldo paintings and face stimuli. This suggested that the right hemisphere

is related to holistic processing, and the left hemisphere to feature processing.

Previous studies also suggested that face-like objects were processed in the N170 component

in the right hemisphere, through holistic processing [39] [57]. Furthermore, Churches et al. [58]

 suggested that the amplitude of the N170 component in response to objects is affected by the

face-likeness of the objects. In addition, previous studies also suggested that the P1 component

is associated with face-likeness processing.  Dering et al. [59]  reported that the amplitude of

the P1 component was modulated in a face-sensitive fashion-independent cropping or morphing.

This means that P1 is sensitive to face processing. However, it is unclear whether the P1 and

N170 components contribute to face-likeness judgment. Additionally, although these studies

investigated how facial features and positions of facial parts are processed, how and when

face-likeness perception is processed was not known. According to  Sagiv and Bentin [41],

Churches et al. [58]  and  Caharel et al. [39], the N170 component may reflect face-likeness,

because the N170 component reflects an early stage of structure coding and is sensitive to

face-like stimuli, such as Arcimboldo paintings.

In this study, we investigated whether the inversion effect index of the N170 component

actually reflected face-likeness, by observing the correlation between the ERP components and

behavioral reports of face-likeness. We expected that correlation between the inversion effect

index of N170 amplitude and face-like scores would be found. Furthermore, P1 and N250

correlate with face-like scores, similar to the N170 component. Taken together, this study

investigated face-likeness judgment as reflected by ERP components, as well as how and when

face-like objects are processed. The purpose of this study was to reveal which ERP components

contribute to face-likeness judgment based on correlation between face-likeness evaluation scores

and the inversion effect of each ERP component.

2.2 Materials and methods

2.2.1 Participants

Twenty-one healthy, right-handed volunteers (age: 19–37 years, 3 female) with normal or

corrected-to-normal vision participated in the experiment. Informed written consent was ob-

tained from participants after procedural details had been explained. The Committee for

Human Research of Toyohashi University of Technology approved experimental procedures.
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2.2.2 Stimuli

The stimuli in each category are shown in Figure 2.1. There were 4 categories of stimuli,

including natural human faces (without glasses or make-up, and with a neutral expression),

Arcimboldo paintings, insects (animate category), and cars (inanimate category). The face

category was selected from the FACES database (Max Planck Institute for Human Develop-

ment, Berlin;  [60]). Each category consisted of 6 kinds of stimuli. In the face category, we

presented equal numbers of male and female faces. Only faces with neutral expression were

chosen (interrater agreement N 0.90, as published for the reference sample). The upright ori-

entation of the insect category was defined as erecting a higher face-likeness evaluation score

in the image evaluation experiment. All photographs were converted to gray scale, and mean

luminance and size were equalized with Adobe Photoshop®CS2 software. All stimuli were 220

× 247 pixels (visual angle 9.7 to 11.6◦). Each stimulus was presented in 2 different orientations,

either upright or inverted 180◦.

2.2.3 Procedure

After electrode-cap placement, participants were seated in a light- and sound-attenuated room,

at a viewing distance of 60 cm from a computer monitor. Stimulus presentation was controlled

by a ViSaGe system (Cambridge Research System, Rochester, UK) and presented on a CRT

monitor (EIZO, Flexscan-T761, graphics resolution 800 × 600 pixels, frame rate: 100 Hz).

Stimuli were displayed at the center of the screen on a light gray background. At the start

of each trial, a fixation point appeared in the center of the screen for 500 ms, followed by

the presentation of the test stimulus for 500 ms. The inter-trial interval was randomized

between 1,000 and 1,500 ms. Participants performed face-like evaluation tasks and provided

their responses by pressing 1 of 7 keys on a numeric keyboard with their right or left index

finger; right or left was counterbalanced across blocks (right to left or left to right). They rated

face-likeness on a 7-point scale from 1 (non-face-like) to 7 (most face-like) and were requested

to respond within 3,000 ms. Participants were instructed to maintain eye gaze fixation on the

center of the screen throughout the trial and respond as accurately and as quickly as possible.

Participants performed 96 trials per condition (6 stimuli in each category repeated 16 times

in each orientation). Four blocks of 192 trials (4 categories × 6 stimuli × 2 orientations × 4

times) were presented in a pseudo-random order. Thus, participants performed a total of 768

trials.
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Figure 2.1: Example stimuli for each category and the timeline of stimulus presentation during a

single trial. The face category was selected from the FACES database (Max Planck Institute for

Human Development, Berlin; [60]. Only faces with neutral expression were chosen (interrater

agreement N 0.90, as published for the reference sample). The car category was selected as

representing artificial objects, and the insect category was selected as representing natural

objects. The Arcimboldo paintings were selected for observing holistic and feature processing,

as described by Caharel et al. (2013) [39] and Rossion et al. (2011) [35]. Images for each

condition were randomly presented, and the participants performed the face-likeness evaluation

task.
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2.2.4 EEG-recording

EEG data were recorded with 64 active Ag-AgCl sintered electrodes mounted on an elastic

cap according to the extended 10–20 system and amplified by a BioSemi ActiveTwo amplifier

(BioSemi; Amsterdam, The Netherlands). Electrooculography (EOG) was recorded from addi-

tional channels (the infraorbital region of right eye, and the outer canthus of the right and left

eye). Both the EEG and the EOG were sampled at 512 Hz.

2.2.5 Data acquisition

Behavioral data

Scores (face-likeness) and reaction times (RTs) were computed for each condition and submitted

to repeated ANOVAs with category (faces, Arcimboldo paintings, insects, cars), and orientation

(upright vs. inverted) as within-subject factors.

EEG data

For ERP analysis, a 1–30 Hz digital band-pass filter was applied offline to continuous EEG data

after re-referencing the data to an average reference using the EEGLAB toolbox [61]. The con-

tinuous EEG data were divided into 900 ms epochs (−100 to +800 ms from stimulus onset) and

baseline corrected (−100 to 0 ms). Correction for artifacts, including ocular movements, was

performed using Independent Component Analysis (ICA) (runica algorithm) as implemented

in the EEGLAB toolbox. ICA decomposition was derived from all trials concatenated across

conditions. Ocular artifacts were removed from each average by ICA decomposition [62]. Sub-

sequently, 4 methods of artifact rejection were performed. First, artifact epochs were rejected

based on extreme values in the EEG channel, ± 80 µV. Next, artifacts based on linear trend/

variance using the EEGLAB toolbox (max slope [µV/epoch]: 50; R-squared limit: 0.3) were

rejected. Artifact epochs were also rejected using probability methods (single- and all-channel

limits: 5 SD) and kurtosis methods (single- and all-channel limits: 5 SD), again using the

EEGLAB toolbox. Grand-mean ERP waveforms were visually assessed and peak amplitude

and latency were extracted. Peak amplitude and latency of P1, N170, and N250 components

were extracted at a maximum amplitude value between 80 and 130 ms for the P1 and at the

minimum amplitude value between 130 and 200 ms for the N170 and at a minimum amplitude

value between 220 and 300 ms for the N250, for different pairs of occipito-temporal electrodes

in the left and right hemispheres: 3 left hemisphere electrodes (P5, P9, PO7) and 3 right hemi-

sphere electrodes (P6, P10, PO8). Moreover, the topographies were calculated to assess which
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electrode optimized the analysis in this study. The topographies were calculated by averaging

across 4 categories and the relevant time window of each ERP component. Amplitude and

latency of the P1, N170, and N250 were submitted to separate repeated-measure ANOVAs

with category, orientation, and hemisphere as within-subject factors and post-hoc analysis was

performed by using Bonferroni method.

Inversion effect

We calculated the inversion effect index using the following equation 2.1. Each ERP component

was assigned to the formula [63] [64]. The inversion effect index showed differences in N170

amplitudes between the upright and inverted conditions divided by the sum of the 2 conditions.

If a normal face inversion effect occurs, this index should be negative. Each inversion effect

index was evaluated by means of a 1-sample  t-test to determine whether the effect was

significantly different from 0. Furthermore, the inversion effect index values were computed for

each condition and submitted to repeated ANOVAs with hemisphere and category as within-

subject factors (Figure 2.5).

FII =
|AmpUpright| − |AmpInverted|
|AmpUpright|+ |AmpInverted|

(2.1)

Correlation analysis

Pearson’s correlation analysis was performed between the inversion effect index for each ERP

component and the mean face-like score (the mean between upright and inverted score) using

the robust correlation toolbox [65]. The toolbox automatically implements the Bonferroni ad-

justment for multiple comparisons for each test and provides bootstrapped confidence intervals

for the correlations themselves. For the inversion effect index, we calculated the value from

each category for each ERP component in each participant.

2.3 Results

2.3.1 Behavioral results

Participants responded more strongly to faces than to images in other categories (Figure 2.2).

There were main effects of Category [F (3, 60) = 204.255, p < 0.001, η2 = 0.91] and Orientation

[F (1, 20) = 78.166, p < 0.001, η2 = 0.80], and an interaction between these factors [F (3, 60) =

15.660, p < 0.001, η2 = 0.44]. This interaction showed a significant effect of Category for both
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orientations [Upright: F (3, 60) = 193.770, p < 0.001, η2 = 0.90, Inverted: F (3, 60) = 6.480, p =

0.001, η2 = 0.24]. For Orientation, the scores of all categories showed a significant difference

between upright and inverted orientations (p < 0.001, for all). For both orientations, scores

were higher for faces than for other image categories (respectively, p < 0.001, p < 0.001, and p <

0.001, for both orientations) and the scores for Arcimboldo paintings were higher than those for

insects and cars (respectively, p < 0.001 and p < 0.001, for both orientations). However, there

was no significant difference between the car and insect categories. This interaction showed a

significant effect of Orientation for all categories [Face : F (1, 20) = 441.970, p < 0.001, η2 =

0.95, Arcimboldo: F (1, 20) = 431.200, p < 0.001, η2 = 0.95, Insect: F (1, 20) = 71.580, p <

0.001, η2 = 0.78 and Car: F (1, 20) = 63.650, p < 0.001, η2 = 0.76]. Moreover, participants

responded more quickly to faces to other types of images. A main effect was found for Category

[F (3, 60) = 32.634, p < 0.001, η2 = 0.62] and Orientation [F (1, 20) = 5.010, p = 0.037, η2 =

0.20]. Moreover, an interaction was found between Category and Orientation [F (3, 60) =

5.703, p = 0.002, η2 = 0.22]. This interaction showed a significant effect of Orientation for

face category [F (1, 20) = 66.890, p < 0.001, η2 = 0.77] and Arcimboldo paintings category

[F (1, 20) = 49.820, p < 0.001, η2 = 0.71]. This Category × Orientation interaction revealed

that the response time to faces and Arcimboldo paintings was delayed for inverted orientations

as compared to upright orientations (p < 0.001). Furthermore, this interaction showed a

significant effect of Category for upright orientation [F (3, 60) = 85.570, p < 0.001, η2 = 0.81].

Participants responded more quickly to faces than to other image categories in the upright

orientation (respectively, p < 0.001, p < 0.001, and p < 0.001). However, there were no

significant differences between Arcimboldo vs. Insect, Arcimboldo vs. Car, and Insect vs. Car.

0

1

2

3

4

5

6

7

Up Inv Up Inv Up Inv Up Inv

Face Archimboldo Insect Car

S
c
o
re

0

200

400

600

800

1000

1200

1400

Up Inv Up Inv Up Inv Up Inv

Face Archimboldo Insect Car

R
e
a
ct
o
n
T
im

e
s[
m
s]

(A) (B)

Figure 2.2: (A) Each bar indicates the mean face-likeness score for each category in the upright

(fill) and inverted (no fill) orientations. (B) Each bar indicates the mean reaction times for

each category in the upright (fill) and inverted (no fill) orientation.
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2.3.2 Event-related potential

P1 Component

Figures 2.2, 2.3 show the topographies and the ERP waveforms in the 6 channels (Left: PO7,

P9, P5; Right: PO8, P10, P6). Clear peaks of P1, N170, and N250 are observed. ANOVAs of

P1 amplitudes showed a main effect for Category [F (3, 60) = 2.935, p = 0.035, η2 = 0.13] and

Orientation [F (1, 20) = 22.751, p < 0.001, η2 = 0.53]. The main effect of Category indicated

that P1 amplitude for the insect category was smaller for Arcimboldo and car categories (respec-

tively, p < 0.001 and p = 0.005). The main effect of Orientation revealed that the P1 amplitude

was larger for inverted orientations than for upright orientation (p < 0.001). ANOVAs for P1

latency showed a main effect for Category [F (3, 60) = 8.565, p < 0.001, η2 = 0.30], Orientation

[F (1, 20) = 13.554, p = 0.001, η2 = 0.40], Hemisphere [F (1, 20) = 11.514, p = 0.003, η2 = 0.37],

and an interaction between Category × Orientation [F (3, 60) = 7.583, p < 0.001, η2 = 0.28].

This interaction showed af significant effect of Orientation for the face category [F (1, 20) =

23.44, p < 0.001, η2 = 0.54] and the car category [F (1, 20) = 5.11, p = 0.035, η2 = 0.20]. More-

over, this interaction showed a significant effect of Category for both orientations [Upright:

F (3, 60) = 6.37, p = 0.001, η2 = 0.24, Inverted: F (3, 60) = 11.31, p < 0.001, η2 = 0.36]. The P1

latency in response to upright orientations was shorter for the face category than for the Arcim-

boldo paintings category (p = 0.031), and the P1 latency in response to inverted orientations

was shorter for the insects category than for other categories (respectively, face: p = 0.017,

Arcimboldo paintings: p = 0.003, and car: p < 0.001).

N170 Component

ANOVAs for N170 amplitude showed a main effect for Category [F (3, 60) = 18.613, p <

0.001, η2 = 0.48], Hemisphere [F (1, 20) = 5.907, p = 0.025, η2 = 0.23] and Hemisphere ×
Orientation [F (1, 20) = 7.777, p = 0.011, η2 = 0.28]. This Hemisphere × Orientation in-

teraction revealed that the N170 amplitude in inverted orientation was larger for the right

hemisphere than for the left hemisphere (p = 0.012). In addition, a three-way interaction was

found among hemisphere, category, and orientation [F (3, 60) = 5.464, p = 0.002, η2 = 0.22].

In the right hemisphere, the Category × Orientation interaction was significant [F (3, 60) =

4.24, p = 0.009, η2 = 0.17], as the N170 amplitude for inverted orientation was larger for the

face category than for other categories (respectively, Arcimboldo paintings: p < 0.001, car:

p < 0.001 and insect: p < 0.001), and N170 amplitude for inverted orientation was larger for

the insect category than for the Arcimboldo paintings category (p = 0.011), with no statisti-
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cally significant difference found between the insect and car categories (p < 1.000) [Simple main

effect of Category effect: F (3, 60) = 24.010, p < 0.001, η2 = 0.54]. However, for upright ori-

entations, no significant Category effect was observed [F (3, 60) = 1.96, p = 0.1290, η2 = 0.09].

Furthermore, the N170 amplitude for the face category was larger in the inverted orienta-

tion than in the upright orientation(p = 0.029). In the left hemisphere, no significant in-

teraction was observed [F (3, 60) = 1.14, p = 0.3420, η2 = 0.05]. ANOVA results for the

N170 latency showed a main effect for Orientation [F (1, 20) = 17.947, p < 0.001, η2 = 0.47],

Category [F (1.855, 37.100) = 23.194, p < 0.001, η2 = 0.54], and Category × Orientation

[F (3, 60) = 13.996, p < 0.001, η2 = 0.41]. This Category× Orientation interaction showed a sig-

nificant effect of Category for both orientations [Upright: F (3, 60) = 39.35, p < 0.001, η2 = 0.66,

Inverted: F (3, 60) = 8.64, p < 0.001, η2 = 0.30]. This interaction revealed that the N170 latency

in response to upright orientations was shorter for the face category than for other categories

(p < 0.001), and the N170 latency in response to inverted orientations was more delayed for the

car category than for the other categories (p < 0.001). Furthermore, latency in response to face

category in the upright orientation was shorter than for the inverted orientation (p < 0.001),

and the latency in response to the car category in the upright orientation was shorter than for

the inverted orientation (p < 0.001).

N250 Component

ANOVA results for the N250 amplitude showed a main effect for hemisphere [F (1, 20) =

4.837, p = 0.040, η2 = 0.20] and category [F (2.220, 44.394) = 3.639, p = 0.030, η2 = 0.15].

The N250 amplitude was larger for the right hemisphere than for the left hemisphere (p <

0.001). In addition, there was a significant interaction between Category and Hemisphere

[F (3, 60) = 3.649, p = 0.017, η2 = 0.15] and between Category and Orientation [F (3, 60) =

3.852, p = 0.014, η2 = 0.16]. The Category × Orientation interaction showed a significant

Category effect for inverted orientation [F (3, 60) = 6.16, p = 0.001, η2 = 0.24]. The N250

amplitude for inverted orientation was larger for the car category than for the Arcimboldo

paintings and insect categories (p < 0.05). Moreover, this interaction showed an orienta-

tion effect for face and car categories [Face: F (1, 20) = 7.91, p = 0.011, η2 = 0.28 and Car:

F (1, 20) = 5.85, p = 0.028, η2 = 0.22]. The N250 amplitude for the face category was larger

for the inverted orientation than for the upright orientation and the N250 amplitude for the

car category was larger for the inverted orientation than for the upright orientation. The Cat-

egory × Hemisphere interaction showed a significant Category effect for the right hemisphere

[F (3, 60) = 3.74, p = 0.016, η2 = 0.16]. The N250 amplitude in the right hemisphere was larger
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for the car category than for the insect category. Moreover, this interaction showed a Hemi-

sphere effect for the face category. The N250 amplitude for the face category was larger in

the inverted orientation than in the upright orientation (p = 0.002). ANOVA results for N250

latency showed no significant effect and interaction.
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Figure 2.3: The grand average of ERP waveforms elicited by each category in the upright and

inverted orientations at the left and right pooled occipito-temporal electrode sites (waveforms

averaged for electrodes P5/P9/PO7, P6/P10/PO8).
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Figure 2.4: The peak amplitude of the P1 (Top), N170 (Middle), and N250 component (Bottom)

measured at the left and right pooled occipito-temporal electrode sites (averaged for electrodes

P5/P9/PO7 and P6/P10/PO8), displayed for 4 categories in the upright (fill) and inverted (no

fill) orientations.
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2.3.3 Face inversion effect index

P1 Component

The inversion effect index of the P1 component was then compared with a 1-sample t-test

against zero, showing a significant index for face category in both hemispheres, Arcimboldo

painting category in the right hemisphere, and car category in the left hemisphere (p < 0.05).

The P1 component showed a main effect of Category [F (2.076, 41.510) = 3.709, p = 0.032, η2 =

0.16]. The inversion effect index was larger for the face category than for the insect and car

categories (respectively, p = 0.002 and p = 0.006).

N170 Componet

The inversion effect index of the N170 component was then compared with a 1-sample t-test

against zero, showing a significant index for face category and Arcimboldo painting category in

the right hemisphere (p < 0.05). For the N170 component, no effect was found for Hemisphere

[F (1, 20) = 0.344, p = 0.564, η2 = 0.02], Category [F (3, 60) = 2.372, p = 0.079, η2 = 0.11], or

the interaction between Hemisphere and Category [F (3, 60) = 2.228, p = 0.094, η2 = 0.10].

N250 Component

The inversion effect index of the N250 component was then compared with a 1-sample t-test

against 0; a significant index for only the car category in the left hemisphere (p < 0.05)

was found. The N250 component showed a main effect of Hemisphere [F (1, 20) = 5.770, p =

0.026, η2 = 0.22]. The inversion effect index was larger in the right hemisphere than in the left

hemisphere. Moreover, there was a significant interaction between Hemisphere and Category

[F (3, 60) = 3.948, p = 0.012, η2 = 0.17]. This Hemisphere and Category revealed that the

inversion effect index in response to car was larger for the right hemisphere than for the left

hemisphere (p < 0.05).
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Figure 2.5: The inversion effect index for peak amplitude of the P1 (Top), N170 (Middle), and

N250 (Bottom) components, measured at the left and right pooled occipito-temporal electrode

sites (averaged for electrodes P5/P9/PO7 and P6/P10/PO8) and displayed for 4 categories.
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2.3.4 Correlation analysis

We performed a correlation analysis to explore the relationship between the face-like score and

the inversion effect index (see Figure  2.6). In the P1 component, a significant correlation

was observed between the inversion effect index and face-like score in both hemispheres (left:

r = −0.273, p < 0.05, right: r = −0.307, p < 0.05). Furthermore, in the N170 component,

a significant correlation was observed between the inversion effect index and face-like score in

the right hemisphere (r = −0.282, p < 0.05). In contrast, the N250 components showed no

significant correlation. The results indicate that the face-likeness judgment affects early face

processing, especially for the right hemisphere. In addition, we also performed a correlation

analysis to explore the relationship between the face-like score and raw ERP component (each

orientation) or each ERP latency.
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Figure 2.6: Correlation map between the inversion effect index and the face-likeness score of P1

(Top), N170 (Middle), and N250 (Bottom) components, calculated for the left (left side) and

right (right side) hemispheres. The vertical axis indicates the inversion effect index value, and

the horizontal axis indicates the face-likeness scores. Underlines indicate significant correlations.
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2.4 Discussion

The present study investigated brain activity reflecting face-likeness and explored the correla-

tion between the face inversion effect and face-like score. Significant correlation was observed

for P1 in both hemispheres and N170 in the right hemisphere. These results suggest that face-

likeness judgment affects early visual processing. After this processing, face-like objects are

processed by holistic processing in the right hemisphere. Furthermore, these results suggest

that the face inversion index can be used as indicator of face-likeness in early face processing.

2.4.1 Behavior

Behavioral results showed that face-like scores were reduced in response to inverted objects.

Conversely, the scores of human faces in inverted orientations were almost the same as those in

upright orientations. Similarly,  Reed et al. [49]  reported slower RTs and higher error rates

for decisions about inverted human faces, compared to those for upright faces. Furthermore,

 Itier et al. [66]  reported lower error rates of behavioral inversion effects for natural human

faces than for other objects, schematic faces, and Mooney faces, two-toned, ambiguous face

images. Their results are consistent with our findings that showed that the inversion effect was

specific to face processing, as compared with processing of other object categories.

2.4.2 P1 Component

In terms of ERP results, each component (P1, N170, and N250; Figure  2.3) was observed

for each category. The P1 amplitude showed an inversion effect in both hemispheres. P1

reflects the processing of low-level physical properties, including contrast, luminance, spatial

frequency, and color [50] [41] [32] [39]. However, all stimuli were gray-scale images of equally

calibrated luminance in this study. Furthermore, P1 affects holistic face processing [67] [68],

and is selective for face parts [30]. These previous studies suggested that P1 is related to

configural/holistic and featural processing, and hence, P1 amplitudes for face-like objects were

almost the same as the amplitudes for face stimuli. Moreover, the Arcimboldo paintings consist

of numerous objects resembling facial parts, with different local contrasts, which may be why

the amplitude of the Arcimboldo painting category was higher than for other categories [32].

In addition, the face inversion effect for the P1 amplitude was consistent with the results of  

Boutsen et al. [30]. According to  Boutsen et al. [30], the P1 component is sensitive to global

face inversion. Therefore, the inversion effect for P1 appeared in both hemispheres in response

to face, Arcimboldo and car categories. However, the inversion effect was not observed for the
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insect category, because insect stimuli are not dependent on orientation. Thus, the difference

in amplitude according to orientation, which is the inversion effect, was not observed for the

insect category.

2.4.3 N170 Component

In terms of N170 amplitude, the ANOVA results indicated that the car and insect categories

were processed similarly to the face category in the right hemisphere, because there was no

difference between these categories for the upright orientation. In the inverted orientation,

the amplitude for the face category was larger than for other categories, and the amplitude

for the Arcimboldo category was smaller than for other categories. Interestingly enough, this

relationship was observed for the inverted orientation in the right hemisphere. We considered

that the inverted Arcimboldo category did not contain holistic/configural face information.

These results suggested that the Arcimboldo category underwent another form of processing,

which was neither face processing nor object processing. In the left hemisphere, we observed

no significant difference for either factor. However, the amplitude in response to the objects

category was smaller than in response to the face category. These results were consistent with

previous studies suggesting that the left hemisphere is specialized for analytic processing of local

features of the face Boutsen et al. [35]. Moreover, the face inversion effect for N170 appeared

in both hemispheres in response to only the face category. In the face category, the results

were consistent with the study of  Itier and Taylor [32], suggesting that the amplitude was

increased and the latency was delayed by inverted orientation. In the Arcimboldo category, the

results were consistent with the study of  Caharel et al. [39], suggesting that the amplitude

decreased in the right hemisphere and the latency was delayed.

2.4.4 N250 Component

There was a difference in the N250 amplitude between the 2 hemispheres. The N250 component

relates to personal detection processing in the right hemisphere [69]. This processing increased

in amplitude when observing objects related to the self (e.g. friends, family, self-face), and

hence, the amplitude was small in the right hemisphere in our study. In contrast, the amplitude

for the left hemisphere was increased when observing familiar objects [70]. Therefore, N250

amplitudes in the left hemisphere were larger in response to faces and cars. Moreover, it

may be suspected that the amplitude for the Arcimboldo category was increased because the

Arcimboldo paintings resemble human faces. In contrast, the amplitude decreased in response

to the insect category, because the insect images in this study were unfamiliar objects. This
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component was also reported to have no inversion effect [71], perhaps because orientation

processing was already performed at N170. However, the face and car categories showed a

lower inversion effect, which can be attributed to the influence of N170.

2.4.5 Correlation

We calculated the correlation between the inversion effect index for each ERP component

and the face-like score for each category. Significant correlation for the P1 component was

observed in both hemispheres. This correlation suggested that the P1 component reflects face-

likeness. Moreover, a significant correlation was observed for the N170 component for the right

hemisphere. The configuration of stimuli may have been similar enough to human faces to

cause this correlation only in the right hemisphere, suggesting that the P1 component in both

hemispheres and the N170 component in the right hemisphere reflect face-likeness. Finally,

no significant correlation was observed for the N250 component. However, there was a trend

for correlation between the inversion effect index in the N250 and the face-like score in both

hemispheres, which suggested that the N250 component is related to face-like processing.

2.4.6 Limitation

The limitations of this study include the low correlation coefficient for each component, although

a significant correlation was observed in the P1 and N170 components. The face-like score may

have been biased because the stimuli used in this study included only a real face category

and 3 face-like categories, without any non-face-like category (e.g., flowers, clocks, and so

on). Moreover, the correlation between the P1 inversion effect index and face-like scores could

not distinguish between face-like processing and face detection. Additionally, the image of

stimuli was difference in spatial frequency. Thus, we cannot deny that P1 components were

influenced by spatial frequency. Moreover, recent studies suggested that the N170 component

was also influenced by low-level visual information [59] [72]. Thus, N170 components were also

influenced by spatial frequency and other low-level visual information. However, a significant

Category effect was observed only in the inverted orientation in the 3-factor ANOVA. This

amplitude difference between the upright and inverted orientation in this study was caused by

inversion of the stimulus orientation. Finally, we did not consider the effect of gender differences

in this experiment. Among 21 participants in this study, only 3 were female. We considered

that the effect of gender would be small, considering the purpose of this study. However, a

recent study suggested that females tend to detect face-ness in objects more than do males

[73]. It is possible that our results could have been affected by sex differences.
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2.4.7 Conclusions

Previous studies have suggested that face-likeness processing or face-ness detection occurred

in the early visual cortex [74]. In this study, by calculating the correlation between the face-

likeness evaluation on the stimulus and the inversion effect index of each ERP component,

significant correlations were observed in the P1 component and the N170 component. Accord-

ingly, these results suggested that the face-like processing or face-ness detection is performed

in the early visual cortex and that these processes affect face-likeness judgment. Accordingly,

we considered that face processing and face-like processing consisted of the following steps.

Rough face processing, including detecting the existing shapes as eye-like, nose-like, or mouth-

like, is performed in the earlier visual stages represented by P1, while detailed face processing

is performed in the face detection stages represented by N170. The process of P1 to N170

components in this study may thus reflect face-likeness judgment. Furthermore, these results

suggest that the face inversion index can be used as an indicator of face-likeness in early face

processing.
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Chapter 3

Categorization process of the face

pareidolia

3.1 Introduction

3.1.1 Pareidolia

Humans can extract a variety of information from visual stimuli such as faces by identifying

individuals immediately by looking at their faces and reading emotions from facial expressions

and facial colors. Thus, humans have excellent face recognition ability, and this good face

recognition ability works not only on human faces but also on various objects. For example,

even a pattern such as a cloud or electric socket may appear like a face. The phenomenon

where a non-face object looks like a face is called pareidolia. The pareidolia phenomenon is

thought to have developed to instantly determine whether a recognized face is an enemy or a

friend. However, the underlying mechanism of the phenomenon is still unclear.

Many studies have explicitly investigated the pareidolia phenomenon to reveal the brain

mechanism. However, based on the findings in these studies, it is difficult to estimate what

causes this phenomenon because the pareidolia phenomenon has been induced in different sit-

uations from the real world. In a real-life circumstance, typical human adults find a face-like

object automatically, i.e., without the intention to do so and without being able to suppress

this visual detection process. In other words, the face-like object is detected as early as the face

is. The pareidolia phenomenon is considered the innate nature of face processing [1] [2] [3] [4].

Goren et al. compared the face arrangement condition, face shape without the facial pattern

condition, and correct facial pattern condition in infants study, and they found that infants
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preferred the correct facial pattern condition [5]. Simion et al. suggested that newborns pre-

ferred“top-heavy” stimuli, and such bias might account for neonatal face preference [6]. The

findings indicate that“top-heavy” arrangements, rather than the specific parts such as eyes,

nose, and mouth, are important for face processing. In these studies, the “pattern with a

face-like arrangement,” but not a real face, was used. Because of this innate nature, facial

patterns, as well as real faces, should be detected automatically. In addition, a region named

the Fusiform Face Area (FFA) in the brain is dedicated to face processing [75] [76] [29], and it

is known to preferentially activate face patterns regardless of face perception [77].

On the other hand, some studies indicate that this pareidolia phenomenon does not oc-

cur just by looking at an object and must be recognized as a face, with top-down modula-

tion [24] [25] [23]. In fact, this phenomenon occurs even when random noise images do not

include facial features [13], and face perception and object perception are enhanced by top-

down modulation [78] [79] [80]. According to these findings, the occipital area is responsible for

visual processing, the occipitotemporal area is related to facial recognition (FFA and inferior

frontal gyrus [IFG]), and the activities of the prefrontal cortex are related to higher cognitive

functions such as executive functions. In the present study, we investigated how both bottom-up

processing and top-down modulation contribute to face-likeness perception.

3.1.2 Perceptual categorization

Humans can immediately judge what kind of object it is by looking at the object. Especially,

the ability is sharpened for the face. The rounded object is judged immediately as a face in

the field of view. This ability to quickly group experienced stimuli into meaningful categories

(perceptual categorization) is certainly one of the most fundamental high-level brain functions.

Caldara et al. investigated the categorization of patterns with facial features using fMRI [77],

and they showed that patterns with facial features activated FFA, suggesting that patterns

with facial features are automatically categorized. However, in their experiments, the stimulus

presentation duration was nine seconds; thus, automatic categorization was difficult.

3.1.3 Fast periodic visual stimulation

In the visual domain, the method that is used to investigate the perceptual categorization

process combines visual periodicity with the direct recording of neural activity using EEG. By

embedding members of a specific category at a strict periodic rate within a dynamic visual

stream of items that do not belong to that category, the perceptual categorization process

of interest is projected at a specified frequency in the EEG spectrum. This approach is an
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objective and highly efficient way to separate the category-selective visual process without

post-subtraction at a rapid (and quasi-continuous) rate [81] [82] [83]. For example, Lochy et al.

[84] investigated the lexical categorization process by presenting participants with a stream of

non-word items at a rate of exactly 10 Hz (i.e., ten non-words per second), with a word stimulus

embedded with every fifth item; three minutes of this stimulation elicited an electrophysiological

response at the exact frequency of image presentation (10 Hz). More importantly, the exact

period of word items is embedded in non-word sequences (i.e., 10 Hz/5 items = 2 Hz); even

if there is no apparent lexical decision task, this 2 Hz signal is observed and interpreted as a

diffrential response to a word compared to a non-word because it can only occur if the response

caused by a word is different from that caused by a non-word [84].

Similarly, the periodicity-based approach (Fast Periodic Visual Stimulation: FPVS) is to

examine the perceptual categorization of the face and natural object images in human adults

and infants [85] [17] [81] [83]. For example, Retter and Rossion [83] presented participants with

a dynamic stream of object images at a rate of 12.5 Hz (i.e., 80 ms per image), with every

three, five, seven, nine, or 11 face images inserted into the sequence. They observed a robust

category-selective response at each of the defined face periodicities (e.g., 12.5 Hz /7 = 1.79 Hz

for every seven images), in addition to a robust response at an image presentation frequency

of 12.5 Hz. This finding indicates that there is a discriminatory response to the face compared

with the object. Given the highly rapid image presentation rate (each image was replaced

after only 80 ms) and an entirely orthogonal task, their findings suggest that this category-

selective response reflects automatic categorization of face and object at the perceptual level

rather than at the decision level. This conclusion is supported by applying this approach to

intracerebral recordings in a large group of human patients to identify and quantify the face-

selective response in local regions of the right ventral occipitotemporal cortex [82]. Responses

of interest in FPVS design depend on temporal distractors, which elicit different responses

from essential stimuli, and measure the same evoked response when a critical stimulus appears

using a number of highly variable images (e.g., 50 natural face images and 200 natural object

images [17]), and these responses allow the visual system to distinguish essential categories in

the stream from other categories [82] [17] [83]. Importantly, the dependence on the periodic

response serves to minimize low-level image confounding without artificially standardizing low-

level stimulus characteristics. If highly varying natural images are used, the amplitude spectra

of the two categories may vary on average, but not consistently across the stimulus set. As a

result, a specific set of low-level cues does not reliably occur at the frequency of the essential

categories where the response of interest is measured. The observation supports this allegation

that phase-scrambled natural images with preserved amplitude spectra but without structural
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information do not trigger the category-selective response in FPVS designs [85] [17] [83].

An outstanding issue is whether face-likeness is categorized in a very fast stimulus presen-

tation stream. For example, a face category-selective response embedded in a stream of objects

is known to be composed of several components starting at ∼ 100 ms and lasting up to ∼ 500

ms after face onset [17] [81] [83].

It has been suggested that face detection can be achieved within 100–300 ms after the

start of stimulation [86] [87] [88]. Our previous study [89] demonstrates that face-likeness is

judged by about 100 milliseconds after stimulus onset. Thus, it is expected that face-likeness

will be detected even in a stream of very fast stimuli. Another issue is how attention can be

focused on the face. In general, experimental studies have shown that selective attention to

the face enhances behavioral performance and increases neural activation. For example, Boutet

et al. [90] found that individual face encoding had significant advantages when participants

were asked to pay attention to the face rather than the house picture on a 50% transparency

display. At the neural level, when a participant pays attention to face stimuli or performs

a home matching/recognition task instead of a face, the face-selective response of the mid-

FFA of the ventral occipitotemporal cortex is enhanced [91] [92] [93] [94] [95] [96] [97]. The

time course of the effects of these attentions is controversial, but some studies showed face

perception processing modulation only 200 ms after the start of stimulation [98] [99]. Other

studies suggest that the initial stage of face perception processing that is indexed by N170 is

strongly modulated by selective attention. By performing the face attention task, observers

can easily create visual templates for categories based on the necessary arrangement of facial

features, thus improving face-likeness detection as well as face detection.

3.1.4 Overview

To investigate the attentional modulation of rapid and automatic face-likeness detection cap-

tured by FPVS-EEG, participants were instructed to complete two behavioral tasks: (1) detect

color changes of a central fixation cross (face-irrelevant task), which is a typical orthogonal

task used in such studies [100] [101] or (2) detect the target gender face randomly embedded

in the another gender face (face-relevant task). To confirm whether the face-selective response

can be measured by these tasks, the face-selective response was compared using a sequence in

which face stimuli appear periodically and another sequence in which face-likeness stimuli of

interest appear periodically. We expected to find a significant face-selective response in face-

related regions (i.e., occipitotemporal cortex, with a right hemispheric dominance); in addition,

we predicted an increased face-selective response in the face-relevant task compared with the
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face-irrelevant task.

3.2 Materials and methods

3.2.1 Participants

Sixteen healthy, right-handed volunteers (age: 23–30 years, 16 males) with normal or corrected-

to-normal vision participated in the experiment. Informed written consent was obtained from

participants after procedural details had been explained. The Committee for Human Research

of Toyohashi University of Technology approved the experimental procedures.

3.2.2 Stimuli

The stimuli included 200 grayscale images of various non-face objects(e.g., animals, plants,

objects, and structures/objects), 100 face images from the internet, and 100 face-like images,

which are 256 × 256 pixel. The luminance and contrast were equalized between stimuli. During

the stimulation sequence, each image appeared on a uniform grey background and subtended

9.077◦ of visual angle. A small black fixation cross (subtending 0.788◦ of visual angle) overlaid

the images throughout the sequence.

3.2.3 Procedure

The procedure was similar to that in the study Quek et al. [102]. Participants sat in a magnetic

and soundproof dark room and viewed a computer monitor at a distance of 80 cm. They

viewed only the fixation cross in advance for two seconds, and the stimulus sequences were

then presented after a two-second fade-in. The 90-s sequence of rapid images were presented at

a periodic rate of exactly 12 Hz (12 images per second), and when the stimulus sequence was

completed, the presentation ended after a three-second fade-out. We used a 12 Hz stimulation

rate because generic face-categorization (i.e., the detection of faces in the visual environment)

can be achieved within the 83 ms image duration [83]. Moreover, it is considered that the

stimulus presentation method using this frequency can dissociate the face-selective processing

from general visual processing. The experiment was run using Windows 7 with a MATLAB

2017a and Psychophysics Toolbox extension [103] [104]. The contrast of each stimulus was

presented sinusoidally in the range of 0% to 100–0% within 83.33 ms. In this presentation

method, it is known that each stimulus is still visible at low contrast, but the perceptual

interruption does not occur between images [83]. Participants were instructed to fix their gaze
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on the central cross overlaid on the images during two tasks: (1) to press a key when the color

of the fixation cross changes (200 ms change duration; 10 changes in each stimulation sequence;

minimum 2s between consecutive changes), (2) to press a key when the target gender faces that

were randomly embedded among another gender faces in each sequence (10 changes in each

stimulation sequence; minimum 1.5 s between consecutive changes) were detected. The target

gender faces were presented to participants before the session. In the periodic face stimulation

sequence, face-like stimuli were randomly embedded in the sequence, and face stimuli were

presented with a period of 12 Hz /18 Hz = 0.67 Hz. In the periodic face-like stimulation

sequence, face stimuli were randomly embedded in the sequence, and face-like stimuli were

presented with a period of 12 Hz /18 Hz = 0.67 Hz as well as periodic face stimulation sequence.

Each stimulus sequence included 60 face stimuli and 60 face-like stimuli and was presented once

with stimuli upright and once with stimuli inverted. Each task condition was repeated 2 times,

resulting in a total of 16 stimulation sequences (90 s each with 10 oddballs: fixation color

and gender-change events; total testing time =20–30 min, including breaks). The two tasks

were presented in an alternating order, and the starting condition was counterbalanced across

participants. There was no order effects in either the behavioral performance or the EEG

signals.

3.2.4 EEG-recording

The EEG was recorded using a BioSemi ActiveTwo system with 128 Ag-AgCl Active-electrodes,

arranged in the default BioSemi configuration, which centers around nine standard 10–20 lo-

cations on the primary axes (BioSemi B.V., Amsterdam, Netherlands; for exact position coor-

dinates, see http://www.biosemi.com/headcap.htm). Electrode labels were changed to closely

match a more conventional 10–20 system (for exact relabeling, see  [17]). The magnitude of

the offset of all electrodes, referenced to the common mode sense (CMS), was held below 50

mV. Electrooculography (EOG) was recorded from additional channels (the infraorbital region

of the right eye and the outer canthus of the right and left eye). The EEG and EOG were

digitized at a sampling rate of 512 Hz.
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Figure 3.1: Fast periodic visual stimulation (FPVS) paradigm. (A). Examples of natural images

of faces, face-like objects, animals, and houses/buildings used in the experiment. (B). Images

were presented by sinusoidal contrast modulation at a rate of 12 stimuli per second (12 Hz).

Stimuli were randomly selected from a large pool of images of various man-made and natural

(living and non-living) objects, and different images of either faces or face-like objects (as

illustrated here) were presented every 18 stimuli (i.e., appearing at the frequency of 12 Hz/18

= 0.67 Hz). In the examples of 12 Hz cycles for the two experimental conditions, images of

either faces or face-like objects were used as category-specific stimuli in different sequences. The

bottom shows the timeline of a whole stimulation sequence, which starts with a fixation cross

displayed on a gray background for 2 to 5 s (random duration), followed by a 90 s sequence of

image presentation. The image presentation sequence started by a 3-s face-in period and ended

with a 3-s fade-out period.
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3.2.5 Analysis

Behavioral analysis

Response time (RT) for tasks related to faces was calculated relative to the start of the target

face. For the task not related to the face, the RT was calculated relative to the start of the

fixation cross color change, and the average of the RTs was performed for each correct response.

A response was considered correct if it occurred between 150 and 3000 milliseconds after the

start of the target. Since our current paradigm did not enable the separation of mistake and

false alarms, the keypress recorded outside this period was labeled as incorrect. We compared

overall response accuracy, correct response time, and the number of incorrect keypresses across

conditions using repeated ANOVAs with task (Face-relevant vs. Face-irrelevant), category

(faces and face-like objects), and orientation (upright vs. inverted) as within-subject factors.

Preprocessing

Recorded EEG was analyzed using EEGLAB [61] and Fieldtrip [105] in MATLAB R2017b

(MathWorks, USA). The continuously recorded data were the first bandpass filtered at 0.1 to

100Hz (Butterworth filter, fourth-order) and then downsampled to 256Hz to reduce the file size

and processing time. A Fast Fourier Transform (FFT) multi-notch filter with a width of 0.5

Hz was used to remove electrical noise at three harmonics of 60 Hz. They were cropped into

93s-segments for each sequence (1s before the fade-in and 0.5s after the fade-out). To remove

a single component accounting for blink artifacts, independent component analysis (ICA) was

applied for the data of two participants who blinked more than 0.2 times/s (mean = 0.10, SD

= 0.116) during the sequences. Channels, which were artifact-prone across multiple trials (less

than 1% of channels on average), were interpolated. Finally, all EEG channels were referenced

to a common average.

Frequency-domain analysis

Following preprocessing, each sequence epoch containing a cycle of integer number of face/face-

like stimulus frequency (0.67 Hz) was segmented to create an 88.51-second epoch containing

exactly 59 face/face-like stimuli presentation cycles for each stimulus sequence. This process

ensured that a single frequency bin in the center of the category-selective frequency (0.67 Hz)

is the target of the EEG spectrum. The two epochs for each condition were averaged before

applying a Fast Fourier Transform (FFT) to extract the normalized amplitude spectrum for

each channel ranging from 0 to 256 Hz. The frequency resolution of these spectra was very high,
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as determined by the inverse of the sequence duration (i.e., 1/88.5 = 0.0113 Hz). Using the

amplitude spectrum pooled across all participants, conditions, and scalp channels to identify

important response signals at the relevant stimulation frequencies (i.e., 12 Hz, 0.67 Hz, and

harmonics), we computed a z-score at each discrete frequency bin [101] [106] [17] [81] [83].

The average amplitude of this noise range was subtracted from the amplitude of the target

frequency, and the result was divided by the standard deviation of the noise range amplitude.

The advantage of determining statistical significance in this way is that unlike t-test (which

depends on inter-individual variance), z-scores can be calculated at the group level or for each

participant [107]. The z-scores at a given frequency were calculated by subtracting the mean

amplitude of 20 neighboring frequency bins (10 bins on each side) from that frequency, divided

by the standard deviation of the 20 neighboring bins. The neighboring bins did not include

the two immediately adjacent frequency bins [81] [108] [101]. As shown in previous studies,

response signals with z-scores greater than 3.1 were considered significant (p < 0.01, one-tailed,

i.e., signal > noise). The goal was to identify frequencies where the signal is significantly larger

than the noise in the surrounding bins; therefore, the use of a one-tailed test is well justified

in this context. To account for noise variation across the EEG spectrum, a local baseline

subtraction was performed on the raw amplitude of each condition using the same baseline

range as used in the z-score calculation. Then, the baseline-corrected amplitudes were summed

at the frequency harmonics of interest. The category-selective response was quantified as the

sum of the seven harmonics of 0.67 Hz (0.67 Hz, 2 Hz, 2.67 Hz, 3.33 Hz, 4 Hz, 5.33 Hz, and 6

Hz), while the common response was quantified as the sum of the first three harmonics of 12

Hz (12 Hz, 24 Hz, and 36 Hz) for validation of the quantification procedure through summation

of amplitudes across harmonics. When category-selective responses or common responses are

mentioned, please refer to these summed and baseline-corrected responses in the following

sections.

To consider noise variations across the EEG spectrum, a local corrected baseline was ob-

tained based on the raw amplitude of each condition using the same baseline range as used in

the Z-score calculation (see above). To quantify the category-selective response, baseline cor-

rection amplitudes for all relevant harmonics were summed in two ways [81] [83] at the global

level by pooling information across 1) all scalp channels, and 2) functional regions-of-interest

(ROIs) compatible with stable bilateral occipitotemporal patterns induced by FPVS paradigm

[17] [81] [83]. The ROIs were defined by averaging the five-channel of each hemisphere: left

occipitotemporal ROI (average over channels P7, P9, PO7, PO9, and PO11) and right occipi-

totemporal ROI (average over channels P8, P10, PO8, PO10, and PO12). The occipitoparietal

ROI showed the common response at 12 Hz, averaged over 12 channels (OI1, O1, POO5, PO3h,
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POz, POOz, Oz, OI2, O2, POO6, and PO4h).

3.3 Results

3.3.1 Behavior

We investigated behavioral performances across the two task conditions (Figure 3.2). There

were main effects of each factor in accuracy: task [F (1, 15) = 7.692, p = 0.014, η2 = 0.339],

orientation [F (1, 15) = 9.824, p = 0.007, η2 = 0.396] , and condition [F (1, 15) = 16.653, p =

0.001, η2 = 0.526]. Furthermore, the following interactions were found:task× condition [F (1, 15) =

9.887, p = 0.007, η2 = 0.397], and orientation × condition [F (1, 15) = 7.843, p = 0.013, η2 =

0.343]. In the interaction between tasks, the accuracy in the face and the face-like condition

was showed a significant difference between tasks (face: p < 0.001, η2 = 0.62 and face-likeness:

p < 0.001, η2 = 0.82). Furthermore, in the relevant task, the accuracy in the face condition was

higher than in the face-like condition (p < 0.001, η2 = 0.21). In the interaction between task

and condition, the accuracies in the upright and inverted condition were showed a significant

difference between tasks (upright: p < 0.001, η2 = 0.81 and inverted: p < 0.001, η2 = 0.63).

Moreover, in the relevant task, the accuracy was higher in upright orientation than in inverted

orientation (p < 0.005, η2 = 0.21 ).

Participants were significantly slower when responding in the face-relevant task than in the

face irrelevant task[F (1, 15) = 1538.361, p < 0.001, η2 = 0.904]. In addition, participants made

more incorrect keypresses in the face-relevant task than in the face-irrelevant task[F (1, 15) =

122.095, p < 0.001, η2 = 0.611].
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(A) (B)

(C)

Figure 3.2: (A) Accuracy: Each bar indicates the mean accuracy for each condition in the

upright and inverted orientations. (B) Response Time: Each bar indicates the mean reaction

time for each condition in the upright and inverted orientations. (C) Incorrect keypresses: Each

bar indicates the mean number of incorrect keypresses for each condition in the upright and

inverted orientations.
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3.3.2 Frequency-domain

The common response(12Hz)

The fundamental frequency rate response, which simply reflects the contrast between the back-

ground and face stimuli, is a mix of low-level and high-level processes [109], and this response

is not expected to differ between conditions and tasks. As shown in previous studies us-

ing this paradigm [101] [100], the 12 Hz response was characterized by a medial occipital

topography peaking at Oz for the response at the fundamental frequency rate (see Figure

3.3, 3.4). In the case of an upright face, at the fundamental frequency (12 Hz), the activity

spreads specifically to the outer occipital region of the right hemisphere. To investigate the

effects of orientation (inverted or upright), condition (face or face-likeness), and task (face-

relevant or face-irrelevant), we defined regions of interest based on 12 electrodes. We compared

the baseline-corrected amplitudes summed for the three harmonics of the base rate (Figure

3.5). Repeated measurement ANOVA for orientation (inverted or upright), condition (face

or face-likeness), and task (face-relevant or face-irrelevant) revealed the main effects of task

[F (1, 15) = 7.968, p = 0.013, η2 = 0.018], with an average of 26% increase in response to the

face-relevant task as compared with the face-irrelevant task.

In summary, we observed larger responses to face-relevant than to face-irrelevant tasks at

the base stimulation rate, and this dfference was non-significant over medial occipital sites

where responses to low-level stimuli were typically recorded.

The category-selective response(0.67Hz)

As previously reported for category-selective responses, the EEG spectrum showed a high SNR

response (which reflects the detection of face detection) at 0.67 Hz for harmonics in the face-

relevant task (Figure 3.3, 3.4). The response was much larger for upright faces than for inverted

faces over occipitotemporal sites, and the discrimination responses were barely visible when

faces were presented upside-down. The magnitudes of the inversion effect [(upright-inverted)/

inverted] for each condition averaged across tasks and two occipitotemporal ROIs reached 257%

and –89% for the face condition and the face-like condition, respectively. This finding indicates

that the inversion has a strong effect on perception. Furthermore, the magnitude of the task

modulation effect [(face-relevant - face-irrelevant)/face-irrelevant] was calculated in the same

way as above described. The face condition and face-like condition reached 798% and –122%,

respectively, indicating that the task has a strong modulation on perception.
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Figure 3.3: (A). Baseline-subtracted amplitude spectra at the left and right pooled

occipitotemporal electrode sites (averaged for channels P7/P9/PO7/PO9/PO11 and

P8/P10/PO8/PO10/PO12) in the face condition for the face-irrelevant task. (B). 2-D scalp

topographies in the face condition show category-specific responses (right side) and common

frequency responses (left side). (C). Baseline-subtracted amplitude spectra at the left and

right pooled occipitotemporal electrode sites (averaged for channels P7/P9/PO7/PO9/PO11

and P8/P10/PO8/PO10/PO12) in the face-like condition for the face-irrelevant task. (D). 2-D

scalp topographies in the face-like condition show category-specific responses (right side) and

common frequency responses (left side).
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Figure 3.4: (A). Baseline-subtracted amplitude spectra at the left and right pooled

occipitotemporal electrode sites (averaged for channels P7/P9/PO7/PO9/PO11 and

P8/P10/PO8/PO10/PO12) in the face condition for the face-relevant task. (B). 2-D scalp

topographies in the face condition show category-specific responses (right side) and common

frequency responses (left side). (C). Baseline-subtracted amplitude spectra at the left and

right pooled occipitotemporal electrode sites (averaged for channels P7/P9/PO7/PO9/PO11

and P8/P10/PO8/PO10/PO12) in the face-like condition for the face-irrelevant task. (D). 2-D

scalp topographies in the face-like condition show category-specific responses (right side) and

common frequency responses (left side).
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Figure 3.5: Sum of baseline-corrected amplitudes representing the common response

Responses over the whole scalp The grand-averaged summed baseline-corrected ampli-

tudes at each condition, each orientation, and tasks were pooled over all channels (see Figure

3.6 A).A repeated-measures ANOVA on the responses across the whole scalp with Orientation

(Upright, Inverted), Condition (Face, Face-likeness), and Task (Face-relevant, Face-irrelevant)

as within-subject factors revealed no main effect or interaction.

ROI analysis Right region of interest(Figure 3.6 B): a three-way repeated ANOVA with

Condition (Face or Face-likeness), Orientation (Upright or Inverted) and Task (Face-relevant

or Face-irrelevant) as within-subjects factors was used to analyze the category-selective re-

sponses. The results showed significant main effects of each factors Task [F (1, 15) = 7.775, p =

0.014, η2 = 0.069]), Orientation [F (1, 15) = 7.48, p = 0.015, η2 = 0.021], and Condition

[F (1, 15) = 12.829, p = 0.003, η2 = 0.099], and also a significant interactions of Task × Ori-

entation [F (1, 15) = 4.677, p = 0.047, η2 = 0.017, Task × Condition [F (1, 15) = 9.002, p =

0.009, η2 = 0.076], and Orientation × Condition [F (1, 15) = 5.863, p = 0.029, η2 = 0.017].

Further analyses showed that for both tasks, the responses were larger in the Face condition

than in the Face-likeness condition (Face-relevant: [t(1, 15) = 10.841, p = 0.005, η2 = 0.19];

Face-irrelevant:[t(1, 15) = 8.374, p = 0.011, η2 = 0.089]). Moreover, for the face condition, the

responses were larger in the Face-relevant task than that in the Face-irrelevant task [t(1, 15) =

8.404, p = 0.011, η2 = 0.163]. Regarding the significant interaction of Task × Orientation,

further analyses showed that the responses were larger in the Face-relevant task than in the
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Face-irrelevant task for both orientation (Inverted:[t(1, 15) = 7.693, p = 0.014, η2 = 0.085];

Upright:[t(1, 15) = 6.796, p = 0.02, η2 = 0.089]). Moreover, for the Face-relevant task, the re-

sponses were larger in the Upright orientation than in Inverted orientation [t(1, 15) = 6.052, p =

0.027, η2 = 0.041]). Regarding the significant interaction of Condition × Orientation, further

analyses showed that the responses were larger in the Face condition than in the Face-like condi-

tion for both orientations (Inverted:[t(1, 15) = 18.336, p = 0.001, η2 = 0.167]; Upright:[t(1, 15) =

10.243, p = 0.006, η2 = 0.112]). Moreover, for the Face condition, the responses were larger in

the Upright orientation than in the Inverted orientation [t(1, 15) = 6.77, p = 0.02, η2 = 0.042]).

Left region of interest(Figure 3.6 B): a three-way repeated ANOVA with Condition (Face

or Face-likeness), Orientation (Upright or Inverted) and Task (Face-relevant or Face-irrelevant)

as within-subjects factors was used to analyze the category-selective responses. The results

showed significant main effects of each factor (Task[F (1, 15) = 7.049, p = 0.018, η2 = 0.059],

and Condition[F (1, 15) = 11.977, p = 0.003, η2 = 0.087]) and also a significant interaction of

Task × Condition[F (1, 15) = 7.854, p = 0.013, η2 = 0.053]. Further analyses showed that for

both tasks, the responses were larger in the Face condition than in the Face-likeness condition

(Face-relevant: [t(1, 15) = 10.012, p = 0.006, η2 = 0.151]; Face-irrelevant:[t(1, 15) = 8.969, p =

0.009, η2 = 0.098]). Moreover, for the face condition, the responses were larger in the Face-

relevant task than that in the Face-irrelevant task [t(1, 15) = 7.502, p = 0.015, η2 = 0.125].
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Figure 3.6: Sum of baseline-corrected amplitudes representing the selective responses.
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3.4 Discussion

We investigated how a face-relevant task (i.e., searching for a specific face gender) modulates

neural responses reflecting rapid face-likeness detection, measured with FPVS-EEG. Observers

completed either a face-irrelevant task (detect rare and random color changes) or a face-relevant

task (detect rare and random male/female faces among sequences of male/female faces). Partic-

ipants completed the face-irrelevant task with > 95% accuracy and the face-relevant task with

> 65% accuracy. The accuracy of the face-relevant task was lower because the presentation

frequency was high and it was difficult to recognize the stimulus.

3.4.1 Frequency domain

The briefly presented natural images of the faces generate a large electrophysiological response

in the right occipitotemporal cortex, as demonstrated in a recent study [17]. Since this response

reflects the distinction of the face from other objects (living and non-living) and generalization

of the whole face, the low-level contribution (e.g., the face size, viewpoint, and direction) does

not affect the face-selective response. In this study, we investigated the face-likeness selectivity

response by replacing the face image of the sequence with a face-like category associated with

the face. Furthermore, we examined how the response changes depend on the attentional state

of the sequence (task difference).

Importantly, the category-specific stimulus frequency and its harmonics (0.67 Hz and n0.

67 Hz) are not absolute responses to the face or face-likeness, but the responses to each of

these categories are different compared with those to numerous object categories. The brain

response common to other objects, which is a mixture of low- and high-level visual processes,

is projected to the fundamental stimulus presentation rate and its harmonics (12 Hz and n12

Hz). The response at n0. 67 Hz was previously assumed to be unique to the face appearing

at a frequency but may have been at least partially observed with face-like stimuli appearing

in every 17 images of the rapid stimulus stream [102] [85] [17]. However, the results of the

present study showed that the responses observed for face-like objects in the FPVS stream did

not show category selectivity. The present study indicates that the response truly reflects the

selectivity for the face.

We replicated the previous results by finding the individual’s face discrimination response

for the face condition in the EEG frequency domain on the occipitotemporal channel, domi-

nated by the right hemisphere (e.g., [100] [101] [110] [111]). These findings further confirm

FPVS-EEG as a robust neurofunctional method for examining high-level perceptual processing
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with high objectivity and sensitivity. More importantly, our data indicate that tasks signif-

icantly modulate the neural responses elicited by changes in facial identity. Discrimination

gender increased this response even in both occipital regions (up to 798% amplitude increase

in both right and left hemispheres). These observations are consistent with those in previous

studies, which indicate that selective attention can enhance face processing [91] [90] [93] [97].

Furthermore, importantly, the face-relevant task for the face condition increased the overall

amplitude of the response across the scalp and indeed reduced the relative spatial selectivity

of the neural discrimination response. In fact, it was found that the face-relevant task for the

face condition elicited a relatively strong increase in activity in the occipital region. These

observations suggest that focusing directly on the face enhances neural face discrimination by

employing additional processes that are not normally automatically associated with special face

processing. Thus, in the orthogonal fixation task (the face-irrelevant task), the neural discrim-

ination response is driven primarily by specialized face discrimination processing and reflects

individual face identification, while the explicit face task response appears to contain a greater

mixture of processes.

On the other hand, we could not observe the face-like discrimination response for both face-

irrelevant and face-relevant task conditions in the EEG frequency domain on the occipitotem-

poral channel, dominated by both right and left hemispheres. However, the category-selective

response was observed more intensely, but not significantly, in the occipital region than in other

regions, suggesting that face-likeness is detected in the primary visual processing. In the face-

irrelevant task, it is predicted that the category-specific response will not be observed because

the attention is not paid to the face-like object, and the ambiguous objects are not perceived

as a face. In addition, it is possible that the face-likeness is automatically detected from face-

like objects by primary visual processing; therefore, the category-selective response might be

observed even under the face-irrelevant task. However, our results indicate that these predic-

tions are incorrect. Since the face-like patterns used in this experiment have various categories,

the discrimination process with other non-face objects is relatively low, and the generalization

process is also low. Therefore, the category-selective response observation is difficult.

Furthermore, in the face-relevant task, the discrimination gender decreased this response

even in both occipital regions (up to –122% amplitude decrease in both the right and left

hemispheres). Several possible reasons are as follows: The face processing was extended by se-

lective attention, and the detection of ambiguous patterns as faces was suppressed; accordingly,

the effect of reducing category-selective responses was observed. In other words, our findings

suggest that the detection of ambiguous information such as face-likeness is suppressed when

performing high-precision face identification in a visual processing system.
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3.4.2 Conclusions

The present study used the human brain’s synchronization to periodic visual input to investigate

how face-likeness detection and discrimination are modulated by a face-relevant task. Results

showed that the visual system discriminated individual faces automatically and rapidly in the

absence of the explicit attention to faces, but not face-like objects.

Although a face-relevant task substantially increased the individual face discrimination re-

sponse over occipitotemporal regions in the face condition, it also reduced the response in

the face-like condition by suppression of the detection of ambiguous patterns such as faces.

The visual system may have a cognitive mechanism discriminating actual faces from face-like

objects.
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Chapter 4

Pupillary response to face pareidolia

4.1 Introduction

The basic cognitive mechanism of the pareidolia phenomenon is considered to be based on the

face perception processing mechanism. Humans see an object and unconsciously judge whether

it is a human face or not. This ability to recognize the face is a high-level perception function

of humans. In face perception, our brain conducts two processing: featural processing that

recognizes from facial elements such as“eyes, nose, and mouth” and holistic processing that

recognizes from the arrangement of the facial elements. In particular, holistic processing is

related to the pareidolia phenomenon [12].

For this reason, this phenomenon was considered a relatively low-level cognitive process.

However, recently, it has been thought that this phenomenon is due to the high-level cognitive

process that occurs due to the influence of the top-down process. Liu et al. demonstrated that

the pareidolia phenomenon occurs even when random noise images without facial features are

used, and the occipital region associated with face perception and prefrontal cortex activity is

related to high-level cognitive functions such as executive function. The findings suggest that

this phenomenon is influenced by the Top-down process [13].

To date, a few studies have measured the response of the cortical pathway and elucidated

the mechanism of this phenomenon. However, no studies have investigated whether the pro-

cessing of this phenomenon contributes to bottom-up and top-down processing. Therefore, in

this study, we investigated the contribution of the bottom-up and top-down processing to the

pareidolia phenomenon using the pupil diameter response. Conventionally, the pupil diameter

response reflects high-level perception, such as preference and interest, and is considered to be

influenced by high-level perception [112] [113]. However, recently, it has been suggested that
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the pupillary response reflects low-level visual processing, and small and fast pupil constriction

can be observed for stimuli with complex visual features [114] [115] [116]. When an emotional

facial stimulus is presented, the response of the autonomic nervous system is reflected, and the

pupil dilation occurs [117] [118]. Recently, pupillary responses related to face perception have

been examined [119], and these pupillary responses respond to inverted faces and macaque

faces.

For this reason, the pupillary response to face-likeness should be expected. Accordingly,

not only the bottom-up processing but also the top-down processing (high-level perception)

can be observed using the pupillary response. If the bottom-up processing contributes to the

face pareidolia phenomenon, it is expected that the pupillary response is the same as the

response when the face is perceived even if a task unrelated to the face is performed for a

stimulus perceived as a face. On the other hand, if the top-down processing greatly contributes

to the face pareidolia phenomenon, it is predicted that a change in the pupillary response is

observed only when the task related to the face is performed. In this study, we investigated the

contribution of bottom-up and top-down processing to the face pareidolia phenomenon using

the pupillary response.

4.2 Materials and methods

4.2.1 Participants

Thirteen healthy, right-handed volunteers (age: 23–25 years, 1 female) with normal or corrected-

to-normal vision participated in the experiment. Informed written consent was obtained from

participants after procedural details had been explained. The Committee for Human Research

of Toyohashi University of Technology approved the experimental procedures.

4.2.2 Stimuli

The stimuli is consist of circles with a size of 5.00◦ × 5.00◦ as a face outline(hereinafter referred

to as ”Outline circle”) and small black circles with a size of 1.25◦ × 1.25◦ imitating facial part

of eyes, nose, and mouth (hereinafter referred to as “Parts circle”). In this study, the stimulus

type was defined by the arrangement of facial parts’circles, and symmetry was defined as line

symmetry, not centrosymmetry. Four stimulus types are defined below: HH stimulus type (high

face-likeness, high symmetry), Y-shaped arrangement with the center of the outline circle as the

axis; LH stimulus type (low face-likeness, high symmetry), arranged like a square; LL stimulus
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type (low face-likeness, low symmetry), trapezoidal arrangement; HL stimulus type (high face-

likeness, low symmetry), Y-shaped arrangement with the shifted position from the center of the

outline circle. Figure 4.1 shows how to arrange each stimulus type. For the HH stimulus type,

the distance between the small circles imitating the left and right eyes was changed around the

small circle imitating the nose (1, 2, 3, and 4 degrees), the distance between the small circle

imitating the mouth and nose was also changed (1, 2, 3, and 4 degrees), and a variety of above

stimuli (4 × 4 = 16 stimuli) were combined. Similarly, the LH and LL stimulus types were

combined with different short side and long side distances, and a total of 16 stimuli were used

in each stimulus type. For the HL stimulus type, the small circles arranged in the Y-shape were

fixed, and they were arranged at distances of 1, 2, 3, and 4 degrees in the direction of 45, 135,

225, and 315 degrees from the center of the outline circle. A variety of the above stimuli (4 ×
4 = 16) were combined. These stimuli were prepared upright and inverted (upside-down, 180 ◦

rotation), and were presented with 256 images of 4 stimulus types × 2 tasks × 2 orientations

× 16 images.

Figure 4.1: Examples of stimuli: the upper face is defined as high face-likeness, and the below

face is defined as low face-likeness; the left side symmetry is high, and the right side symmetry

is low.

4.2.3 Procedure

At the start of each trial, a fixation point appeared in the center of the screen for 1000 ms,

followed by the presentation of the scrambled stimulus for 1000 ms, a target stimulus for 2000

ms, and a scramble stimulus as a mask. Participants were instructed to respond with a keyboard

button response whether the presented stimulus was a face-like or non-face-like object (face-like
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task) and symmetric or asymmetric (symmetric task). There were two experimental sessions

for each task. In each session, 16 trials for each stimulus type were presented randomly.

Figure 4.2: The stimulus presentation procedure in the experiment. First, the fixation cross was

presented for 1 second, followed by the scrambled stimulus for 1 second. Immediately thereafter,

the target stimulus was presented for 1 second. The scrambled stimulus was presented for 2

seconds after the presentation of the target stimulus. The participants then responded to the

task.

4.2.4 Pupillary response recording

The experiment was performed in a dark room, and the stimulus presentation was controlled

by Psychotoolbox [104] and presented on an LCD monitor(VIEWpixx, Vpixx, resolution 1920

× 1200 pixels, FrameRate 120 Hz). The participants viewed a computer monitor at a distance

of 60 cm. The pupil diameter was measured using Eyelink 2000 (SR research system, Canada),

and the data were recorded at a sampling frequency of 500 Hz.

4.2.5 Analysis

The pupillary response data and behavioral data were computed for each condition. In this

study, we only analyzed upright orientation because the LH and LL stimulus types during the

inverted orientation were the same in the upright orientation, and a behavioral response that

looked like a face was not obtained under the HH and HL stimulus types during the inverted

orientation. For the pupil diameter response analysis, when the scrambled stimulus was pre-

sented, the timing of 0 ms was defined as the onset, and the interval from 500 ms to 0 ms before

the scrambled stimulus was presented as the baseline. The trials with blinking were rejected,

four stimulus types were included in the trials for each subject, and the average was calculated.

The peak amplitude of dilation was computed using the difference from the minimum value to
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the maximum value of the pupil diameter after the target stimulus presentation. Furthermore,

the change in pupil diameter response during 2000 ms after the end of the target stimulus

presentation was averaged and used as the mean pupil dilation amplitude.

4.3 Results

4.3.1 Behavior

Figure 4.3 shows the behavioral results. We used repeated-measures analysis of variance for two

factors (task, stimulus type) to analyze the response rate in each task, and main effects were

observed for each stimulus type [Stimulus types: F (3, 36) = 357.493, p < .0001, η2 = 0.96],

and interaction [Tasks and Stimulus types: F (3, 36) = 280.823, p < .0001, η2 = 0.95]. The

simple main effect test (Bonferroni method) for this interaction found both effects for tasks

and stimulus types. The results of multiple comparisons showed that the response rate was

higher in the HH and HL stimulus types than in other stimulus types (p < .001) in the face-

likeness evaluation task. The main effect of the response rate was higher than that of the

stimulus type (p < .001). Regardless of the task, the LL stimulus type had a lower response

rate than any other stimulus types (p < .001).

Figure 4.3: Results of behavioral analyses: The black bar indicates the task response rate (YES

response) during the face-likeness evaluation task, and the white bar indicates the task response

rate during the symmetry evaluation task.
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4.3.2 Pupillary response

The results of the pupillary response are shown in Figures 4.4. The pupillary responses observed

under the HH, LL, and LH stimulus types did not differ between tasks. However, in the HL

stimulus type, there were difference between the tasks in the pupil dilation peak amplitude

and the pupil dilation amount after the stimulus presentation. Therefore, the pupil dilation

peak amplitude and the pupil dilation amount under each stimulus type were calculated and

compared.

HH stimulus type
(High face-likeness, High symmetry)

LL stimulus type
(Low face-likeness, Low symmetry)

HL stimulus type
(High face-likeness, Low symmetry)

LH stimulus type
(Low face-likeness, High symmetry)

Face-likeness task

Symmetry task

Figure 4.4: The pupil diameter response of each stimulus type at each task. The red line shows

the pupil diameter response in the face-likeness evaluation task, and the blue line shows the

pupil diameter response in the symmetry evaluation task. The shaded line of each line shows

the standard error between subjects.
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Dilation peak amplitude

Since it was difficult to compare each stimulus type from the pupillary response (Figure 4.4),

the pupil dilation peak amplitude for each stimulus type was calculated for comparison in each

stimulus type. Figure 4.5 A shows the calculated pupil dilation peak amplitude. Two-factor

(task, stimulus type) repeated measurement ANOVA was used to analyze the calculated pupil

dilation peak amplitude. ANOVA showed the interaction between tasks and stimulus types

[F (3, 36) = 2.948, p = 0.045, η2 = 0.19]. The simple main effect test (Bonferroni method) for

this interaction showed a significant difference trend in the task effect for the HL stimulus type

[F (1, 12) = 3.692, p = 0.079, η2 = 0.23]. In addition, the stimulus types showed a main effect

in the symmetry evaluation task [F (3, 36) = 3.884, p = 0.016, η2 = 0.25]. Multiple comparisons

showed that the increase in pupil dilation was significantly lower in the HL stimulus type than

in the LL stimulus type (p < 0.05).

Dilation peak difference

Figure 4.5 B shows the pupil dilation peak amplitude difference between tasks based on each

stimulus type. The amplitude difference between tasks was larger in the HL stimulus type than

in other stimulus types. One-way repeated measure ANOVA was used to analyze the calculated

peak amplitude difference between tasks, and there was a significant effect [F (3, 36) = 2.993, p =

0.0435, η2 = 0.19].

Multiple comparisons found a significant difference tendency in the HL stimulus type, and

the amplitude difference between tasks was larger in the HL stimulus type than in the HH

stimulus type (p < 0.1).
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Figure 4.5: A) Peak amplitudes of the pupil dilation at each task. The black bar indicates the

peak amplitude value during the face-likeness evaluation task, and the white bar indicates the

peak amplitude value during the symmetry evaluation task. The error bar shows the standard

error between subjects. B) the absolute difference between the peak amplitude value during

the face-likeness evaluation task and the peak amplitude value during the symmetry evaluation

task. The black bar indicates the HH stimulus type, the dark gray bar indicates the LH stimulus

type, the light gray bar indicates the LL stimulus type, and the white bar indicates the HL

stimulus type.
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Constriction peak amplitude

Differences in the pupil constriction peak amplitudes between tasks were compared between

stimulus types. Two-factor repeated ANOVA (task, stimulus type) was used to analyze the

calculated peak amplitude, and all factors had no significant effect.

Mean pupil dilation amplitudes after stimulus presentation

The dilation amount of the pupillary response for two seconds after the stimulus presentation

was averaged in each stimulus type. Figure 4.6 shows the average pupil dilation amount in

each stimulus type. Two-way repeated measure ANOVA was used to analyze the calculated

average pupil dilation amount, and interaction between tasks and stimulus types was observed

[F (3, 36) = 2.265, p = 0.0975, η2 = 0.16]. The simple main effect test (Bonferroni method) for

this interaction showed a significant tendency in task effects in the HL stimulus type [F (1, 12) =

3.255, p = 0.096, η2 = 0.21].

Figure 4.6: The black bar indicates the average pupil dilation response during the face-likeness

evaluation task, and the white bar indicates the average pupil dilation response during the

symmetry evaluation task.
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4.4 Discussion

The purpose of this study was to observe the effects of bottom-up and top-down processing

on the pareidolia phenomenon. We compared the pupillary responses between two different

tasks when face-like stimuli were presented. Large pupil dilation was observed for the face-

like stimulus only in the face-likeness evaluation task, and such a pupillary response was not

observed in the symmetrical evaluation task. Therefore, in the pupillary response, the effect of

top-down processing on pareidolia was observed, but that of bottom-up processing was not.

4.4.1 Perception in behavioral indexes

Behavioral analysis results showed that the response rate of high face-like stimuli was higher

in the face-likeness evaluation task, and the response rate of high symmetrical stimuli was high

in the symmetry evaluation task. Furthermore, in the face-likeness evaluation task, the stimuli

of the HL stimulus type were judged to be faces; however, in the symmetry evaluation task,

they were judged not to be symmetrical. Therefore, the HL stimulus type affected in the face-

likeness evaluation task leads to a cognitive bias to evaluate face-likeness. The same findings

were observed in the LH stimulus type. Based on the behavioral results, it is possible to observe

the face-likeness perception affected by Bottom-up and Top-down processing by comparing the

pupil diameter responses of HL and LH stimulus types at each task.

4.4.2 Dilation peak amplitude difference between conditions

Different pupillary responses have been observed for different tasks and different stimulus types.

We hypothesized that the same pupillary response is observed regardless of the tasks if the

bottom-up processing for the pareidolia phenomenon is affected. As shown in Figure 4.5, the

HH stimulus types did not depend on the tasks, and the pupil dilation peak amplitude was

high. However, Gee et al. [113] suggested that the decision made during the tasks affects the

pupillary response, and the pupil dilation increases as a bias to the pupillary response to the

“Yes” response of the two Alternative Forced Choice Tasks. Therefore, these biases seem to

increase the pupil dilation without depending on the task.

Similarly, the pupil dilation increased due to decision-making bias in the HL stimulus type

during the face-likeness evaluation task and in the LH stimulus type during the symmetry

evaluation task. However, in the LL stimulus type during the symmetry evaluation task, the

pupil dilation increased despite no decision-making bias; accordingly, it was unlikely that only

the decision-making bias affected the pupil dilation. Thus, a bias different from the decision-
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making bias occurs in the LL stimulus type during the symmetry evaluation task. On the other

hand, the pupil dilation decreased in the HL stimulus type in the symmetry evaluation task

under the same environment. If a bias occurs, it is expected that the pupil dilation will increase

as observed in the LL stimulus type. However, such bias did not occur in the HL stimulus type,

and in contrast, pupil dilation decreased. Based on these results, the effect of the bottom-up

processing on the pareidolia phenomenon was not reflected in the pupil diameter response, and

different pupil diameter responses were observed for different tasks and stimulus types.

The pupil dilation decreased in the HL stimulus type during the symmetry evaluation task,

probably due to the suppression effect by top-down processing. Gazzaley et al. [120] suggested

that the top-down effect enhances or suppresses the magnitude and speed of neural activity.

Therefore, pupil dilation is reduced in the HL stimulus type during the symmetry evaluation

task, and the face-likeness judgment is suppressed by the top-down effect. However, the sup-

pression effect due to the top-down effect might occur not only in the symmetry evaluation

task but also in the LH stimulus type in the face-likeness evaluation task. Nevertheless, the

reduction of pupil dilation was not observed in the LH stimulus type in the face-likeness eval-

uation task. The findings suggest that the HL stimulus type in the symmetry evaluation task

has a stronger suppression effect than the LH stimulus type during the face-likeness evaluation

task. However, the suppression effect due to the top-down effect might occur not only in the

symmetry evaluation task but also in the LH stimulus type in the face-likeness evaluation task.

Nevertheless, the reduction of the pupil dilation was not observed in the LH stimulus type

in the face-likeness evaluation task, and such suppression effect was not observed in the pupil

constriction. Thus, face perception may be prioritized over other visual perceptions.

4.4.3 Dilation amplitude differences after stimulus onset

As shown in Figures 4.4, not only the pupil dilation peak amplitude in the HL stimulus type but

also the pupil dilation response after the presentation of the stimulus showed large difference

depending on the tasks. However, similar changes in the pupil dilation response were not

observed in other stimulus types. Hossain and Yeasin [121] suggested that the pupil dilation is

associated with cognitive load. Therefore, the pupil dilation response in the HL stimulus type

is related to the cognitive load of stimuli. In other stimulus types, facial parts were placed in

the center of the outline of a face; thus, the cognitive load as described above was small, and

the pupil dilation responses did not change between tasks. Because this cognitive load was

observed only in the face-likeness evaluation task, the difference in the pupil dilation response

in the HL stimulus type is considered to be due to the effect of face perception.
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4.4.4 Pupillary response on pareidolia

The suppression effect was observed in the pupil dilation peak amplitude during the symmetry

evaluation task. Furthermore, a difference was observed between the tasks in the pupil dilation

response after stimulus presentation in the HL stimulus type. The pupil dilation has been

reported to reflect the response of the sympathetic nervous system [117] [122]. Accordingly,

these results suggest that the pareidolia phenomenon is associated with sympathetic responses.

In addition, Bradley et al., [117] suggested that the pupil dilation is affected by the amygdala.

Face perception processing has been reported in the subcortical pathway via the amygdala [10].

These results suggest that the pupil dilation response in the HL stimulus type is related to

face perception processing. Moreover, it has been demonstrated that gaze cueing and visual

search enhancement caused by the pareidolia phenomenon only occur when face-like stimuli are

previously recognized as faces [24] [25] [23]. The difference in the pupil dilation observed in

this study reflects the top-down effect in the pareidolia phenomenon.

4.4.5 Conclusions

The purpose of this study was to observe the effects of bottom-up and top-down processing on

the pareidolia phenomenon. We investigated the pupil diameter response when face-like stimuli

were presented, and we observed that the suppression effect was induced to make it difficult

to produce face perception in the symmetry evaluation. These results suggest that face-like

perception is suppressed by the top-down effect in the task that does not judge face-likeness,

and this suppression effect can be observed in the pupil dilation; in addition, the pareidolia

phenomenon affects the pupil diameter response, and this study provides a new non-invasive

measurement method for the pareidolia phenomenon.
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Chapter 5

Face-like perception effects on

preference

5.1 Introduction

When humans encounter a meaningful stimulus, their attention increases reflexively [123]. Sud-

den or unexpected reflexive reactions to important stimuli are known as orienting responses

[124] [125]. This innate sensitivity results in a ”reflexive response to environmental stimuli

so that there is a transient orientation to the stimulus” [126]. The orienting response is not

necessarily consistent with the overt behavioral response, but it “helps enhance information

processing and prepares or promotes rapid action on evoked stimuli” [127]. The psychologi-

cal studies have indicated that both novel and meaningful stimuli elicit orientating responses

[128] [129]. Novel stimuli are unknown or unexpected stimuli, but meaningful stimuli (e.g.,

faces) might convey information related to the individual and possible emotion. It has been

suggested that orienting responses can be induced by familiar stimuli (such as the face) that

are particularly important for humans [130] [131] [124]. Notably, these psychological studies

emphasize“the existence of bias that preferentially directs attention to the face at the expense

of other non-facial stimuli” [132]. It can be argued that the face is the most biologically

and socially important visual stimulus in the human environment. Accordingly, humans have a

special ability to attract attention and provide meaningful information. Previous studies have

argued that this adaptation process creates facial attention bias [133]. Due to their social and

biological importance, faces are enhanced in competition for attention [134] [135].

Psychological studies claim that the face usually attracts more attention than other visual

stimuli [136] [137] [138]. Humans tend to perceive faces from various objects. Furthermore,
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face recognition occurs even if there is no actual face [139]. This phenomenon is known as

pareidolia [140] [141] [13]. This susceptibility to face-like patterns not only is socially significant

for recognizing natural faces but also tends to unconsciously seek familiar images with new

perceptual inputs [142] [143] [13]. All the faces have a basic T-shaped configuration consisting

of two eyes, nose, and mouth. This pattern represents a template for quickly distinguishing

faces from other visual stimuli in the surrounding environment [144]. Humans tend to look at

the faces of objects characterized by a T-shaped configuration. Therefore, sequences that are

standardized as emoticons are immediately recognized as faces [140].

The pareidolia phenomenon affects not only simple visual illusion but also our behavior. It

is reported that gaze-cue that effect joint attention, which is important in communication, is

also caused by this phenomenon. Visual detection is facilitated by the pareidolia phenomenon.

However, these effects do not occur unless the face is recognized [24] [25] [23]. We hypothesized

that a face-like object also elicits an orienting response and attracts more attention than other

visual stimuli. However, the effect does not occur unless a face-like object is recognized as a face.

The present study investigated whether seeing objects as a face would influence preference.

5.2 Materials and methods

5.2.1 Participants

Twenty-five healthy, right-handed volunteers (age: 23–27 years, 1 female) with normal or

corrected-to-normal vision participated in this study. Informed written consent was obtained

from participants after procedural details had been explained. The Committee for Human Re-

search of Toyohashi University of Technology approved experimental procedures. Four other

participants were excluded because they did not fulfill the inclusion criteria.

5.2.2 Stimuli

The stimuli were 50 grayscale face-like images (200 × 200 pixel) that produced by pareidoloop

(Figure 5.1). The pareidoloop software generates images by randomly superimposing polygons

and calculates a face detection confidence score by a face detector when an image is generated.

This software generates images repeatedly so that the calculated face detection confidence

score exceeds the set confidence value. We set the confidence score to 35 (maximum) and used

images with a score of 30 or higher for this experiment. The orientation of the generated image

was defined as the original orientation (upright)．During the stimulation sequence, each image
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appeared on a uniform grey background and subtended 1.909◦ of visual angle. A small black

fixation cross (subtending 0.381◦ of visual angle) overlaid the images throughout the sequence.

Each stimulus was presented in 2 different orientations, either upright or inverted 180◦.
p

g

Figure 5.1: Example of stimuli.

5.2.3 Procedure

Participants performed the experiment under non-uniform lighting in the room. The stimulus

presentation was controlled by Psychlops WebGL [145],, and the stimuli were presented on a

tablet (iPad gen. 7th, Apple Inc.). The viewing distance was about 50 cm. The participants

performed the following two tasks. Preference task: Participants were instructed to respond

in front of a monitor to select more preferred one in the two alternatives forced-choice (2AFC)

task. They had to watch 50 different pairs (upright vs. inverted) of face-like images and choose

one preferred image by pressing either the left or the right side (Figure 5.2).

Face-likeness evaluation task: Participants were instructed to perform face-like evaluation

tasks and provided their responses by pressing 1 of 5 buttons on the tablet screen. They

rated face-likeness on a 5-point scale from 1 (non-face-likeness) to 5 (most face-likeness) and

were requested to respond. Participants performed a total of 100 trials (50 stimuli in each

orientation), and the stimuli were presented in a pseudo-random order (Figure 5.3). We divided

the participants into two groups in the order in which the tasks were performed. The group

that first performed “Face-likeness evaluation task” and then performed “Preference task”

was defined as“Face biased group”. The other group that first performed“Preference task”

and then “Face-likeness evaluation task” was defined as “No face biased group”.
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+

Figure 5.2: The procedure of the preference task.

1 32 4 5

Figure 5.3: The procedure of the face-likeness evaluation task.
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5.2.4 Analysis

Face-likeness evaluation analysis

Face-likeness scores were computed for each group and condition and were subjected to repeated

ANOVAs with Face bias or No face bias as between-subject factors and orientation (Upright

vs. Inverted) as within-subject factors.

Preference analysis

The preference selectivity rate was evaluated by means of a 1-sample  t-test to determine

whether the effect was significantly different from 0.5. Furthermore, the preference selectivity

rate was computed for each group and condition and was subjected to repeated ANOVAs with

Face bias or No face bias as between-subject factors and orientation (Upright vs. Inverted) as

within-subject factors.

Correlation analysis

Pearson’s correlation analysis was performed between the preference selectivity rate and the

face-likeness evaluation score for each orientation in each group. For the preference selectiv-

ity rate, we calculated the average selectivity rate of each stimulus, and for the face-likeness

evaluation score, we calculated the average value of each stimulus.

5.3 Results

5.3.1 Face-likeness score

We first inspected the face-likeness score for the face-like stimuli across our two groups. (Figure

5.4 ). There were no main effects and significant interactions.
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Figure 5.4: Results of the face-likeness evaluation.

5.3.2 Preference selectivity rate

The preference selectivity rate was then compared with a 1-sample t-test against 0.5, showing a

significant selectivity rate for the face bias group in both orientations(p < 0.05). Furthermore,

we calculated the preference selectivity for the face-like stimuli across our two groups. (Figure

5.5). There were main effects of Condition[F (1, 11) = 8.728, p = 0.013, η2 = 0.272]. Moreover,

the following interactions were found: Group × Condition(F (1, 11) = 12.334, p = 0.005, η2 =

0.385). In the interaction between groups, the upright and inverted selectivity in the face-

biased and the no face-biased groups showed a significant difference between groups (Upright:

p < 0.01, η2 = 0.52 and Inverted: p < 0.01, η2 = 0.52). Furthermore, in the face-biased

group, the selectivity was higher in the upright condition than in the inverted condition (p <

0.001, η2 = 0.78).
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Figure 5.5: Results of the preference selectivity.

5.3.3 Correlation between the preference and the face-like score

We calculated the correlation between the preference selectivity rate and the face-likeness eval-

uation score for each orientation in each group (Figure 5.6 - 5.7 ). In the upright orienta-

tion, a significant correlation was observed between the preference selectivity and the face-like

score in the face-biased group (r = 0.42, p < 0.001), but not in the no face-biased group(

r = 0.19, p = 0.19 ). Furthermore, in the inverted orientation, a significant correlation was

observed between the preference selectivity and the face-like score in the face-biased group (

r = −0.37, p < 0.001 ), but not in the no face-biased group( r = −0.058, p = 0.69 ).
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Face-biased group No face-biased group

Figure 5.6: Correlation between the preference and the face-likeness evaluation score in the

upright orientation. Correlation maps in the face-biased group (Left) and in the no face-biased

group (Right).

Face-biased group No face-biased group

Figure 5.7: Correlation between the preference and the face-likeness evaluation score in the

inverted orientation. Correlation maps in the face-biased group (Left) and in the no face-biased

group (Right).
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5.4 Discussion

The present study investigated whether seeing objects as faces affects preference using presented

stimuli that could be perceived as a face or abstract painting. This study compared the following

two groups: One group was biased so that the presented stimulus was perceived as a face, and

another group was not. The face-biased group first performed a face-likeness evaluation task

and was then presented a pair of the upright and inverted face-like stimuli. The no face-biased

group first performed the preference task and then performed the face-likeness evaluation task.

The results showed that the preference in the face-biased group was higher for upright stimuli

than for inverted stimuli. On the other hand, there was no difference in the preference between

upright and inverted stimuli in the no face-biased group. In both groups, the face-likeness

evaluation score was not significantly different regardless of orientation. These results suggest

that face awareness induces and strengthens preference. The task of perceiving the stimulus

as a face (face-likeness evaluation task) was sufficient to improve preference. The preference

enhancement for the upright stimuli was only made if participants perceived face. Previous

studies have shown that facial recognition improves when participants are instructed to look at

ambiguous patterns as a face [23]. In the present study, the results showed that face recognition

was improved, and the preference for the face-like stimuli improved by seeing an ambiguous

pattern as a face, as demonstrated in the previous study.

These results are consistent with those in previous EEG studies, which showed the top-

down modulation on N170 [146] and correlation with face awareness [147] [148] [149]. For

example, ambiguous patterns elicited greater N170 activity after perceiving as a face or when

ambiguous patterns were reported as a face. Based on the results of these studies, seeing

something like a face elicits a face-specific process, and this top-down modulation may thus

enhance the detection of face-like patterns.

Moreover, it has been reported that visual attention is captured by faces [150] [151]. On

the other hand, it has been shown that a face-like object has no effect on capturing visual

attention [152]. However, since this study demonstrated the visual attention of face-like objects

using other tasks, it is possible that visual attention might be captured by face-like objects

perceived as a face in the task with a stimulus by 2AFC.

The gaze behavior, which is involved in decision making in preference judgment [153], is well

known as“the gaze cascade.”The decision-making process in the gaze cascade is modeled and

consists of two systems, a“cognitive assessment system” and an“orienting behavior.” The

cognitive assessment system compares the template and target stimulus about the attractiveness

learned by experience and outputs a signal. The orienting behavior outputs a signal from the
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movement of the gaze to the target. Furthermore, these signals are sent to the decision-making

module; the decision is made when the integrated signal exceeds the threshold, and the feedback

is made to each system when the integrated signal does not exceed the threshold. The orienting

behavior is induced by the feedback, the number of contacts with the stimulus increases, and

the preference for the stimulus improves. This process is considered a“Mere exposure effect.”

In addition, preferential fixation works for favorable stimuli; therefore, the number of contacts

with the stimuli increases. Thus, it is assumed that the stimulus preference is improved, and

the synergistic action of the mere exposure effect and preferential fixation makes the conscious

preference judgment.

The present study suggests that the cognitive assessment system evaluates the facial pat-

tern, and the orienting behavior exerts the mere exposure effect by seeing an object as a face;

moreover, preferential fixation works by visual attention to face-like patterns, and the preference

is further improved.
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Chapter 6

Conclusions

6.1 Face-likeness perception dynamics

We clarified the dynamics of the pareidolia phenomenon using face-sensitive ERP (Chapter 2).

Purpose

1. To investigate at what stage of face processing the judgment of the face-likeness occurs.

2. To examine whether the inversion effect index of the N170 component actually reflects

face-likeness by observing the correlation between the ERP components and behavioral

reports of face- likeness.

Contribution

1. We confirmed that the face-likeness judgment is accomplished early in the visual cortex

of the brain.

2. The inversion effect index of the face-sensitive ERP reflects face-likeness.

In this study, we examined the correlation between the face-likeness evaluation on the

stimulus and the inversion effect index of each ERP component, and significant correlations

were observed in the P1 component and the N170 component. These results suggest that the

face-like processing or face-ness detection is performed in the early visual cortex, and these

processes affect face-likeness judgment. Accordingly, face processing and face-like processing
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consist of the following steps. Rough face processing, including detecting the existing shapes

as eye-like, nose-like, or mouth-like, is performed in the earlier visual stages represented by P1,

while detailed face processing is performed in the face detection stages represented by N170.

The process of P1 to N170 components in this study may thus reflect face-likeness judgment.

Furthermore, these results suggest that the face inversion index can be used as an indicator of

face-likeness in early face processing.

6.2 Bottom-up and Top-down process in face pareidolia

We investigated how both aspects of bottom-up processing and top-down modulation contribute

to face-likeness perception using EEG and pupillometry. (Chapter 3, 4, and 5). We examined

the attentional modulation of rapid and automatic face-likeness detection captured by FPVS-

EEG (Chapter 3). Moreover, we determined the contribution of bottom-up and top-down to

the face pareidolia phenomenon using the pupillary response (Chapter 4). In addition, we

tested whether seeing objects as a face would influence behavior (Chapter 5).

Purpose

1. To Investigate how both aspects of bottom-up processing and top-down modulation con-

tribute to face-likeness perception.

2. To clarify how biological signals change due to the pareidolia phenomenon.

3. To determine whether the pareidolia phenomenon does affect to behavior.

Contribution

1. The pareidolia phenomenon does not occur at least in the bottom-up process.

2. The pareidolia phenomenon is not enhanced in the task involving the human face.

3. The pupil diameter is dilated by attending to face-likeness.

4. A preference for face-like stimuli emerges only if the stimuli are recognized as face- likeness.

We showed that the visual system discriminated faces automatically and rapidly in the

absence of explicit attention to faces, but not face-like objects. The visual system may have a
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cognitive mechanism discriminating real faces from face-like objects. In addition, in the pupil

response, the enhancing effect was produced in the face-like condition, and the suppression

effect was induced to make it difficult to produce face perception in the symmetry evaluation.

Our findings suggest that the pareidolia phenomenon affects the pupil diameter response; the

cognitive assessment system evaluates the facial pattern, and the orienting behavior exerts the

mere exposure effect by seeing an object as a face. Moreover, preferential fixation works by

visual attention to face-like patterns, and the preference is further improved.

6.3 Future works

This study aimed to elucidate the cognitive mechanism of the pareidolia phenomenon in the

human brain. In recent years, new communication methods other than face-to-face communica-

tion, such as the Internet and SNS, have become common; thus, it is possible that communica-

tion using avatars and simple patterns as a face will become more frequent. Therefore, further

studies are needed to investigate the cognitive ability and processing of new social stimuli that

are treated like faces, but not human faces, to improve future social life. Furthermore, to

clarify these cognitive processing mechanisms, future studies are needed to improve the avatar

manufacturing technology and communication with robots.
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[134] M. Dekowska, M. Kuniecki, and P. Jaśkowski, “Facing facts: Neuronal mechanisms of

face perception,” 68(2), pp. 229–252, 2008.

[135] O. Hershler and S. Hochstein, “At first sight: A high-level pop out effect for faces,” Vision

Research 45, pp. 1707–1724, jun 2005.

[136] R. Palermo and G. Rhodes, “Are you always on my mind? A review of how face perception

and attention interact,” Neuropsychologia 45(1), pp. 75–92, 2007.

[137] R. VanRullen, “On second glance: Still no high-level pop-out effect for faces,” Vision

Research 46, pp. 3017–3027, sep 2006.

[138] M. D. Weaver and J. Lauwereyns, “Attentional capture and hold: the oculomotor corre-

lates of the change detection advantage for faces.,” Psychological research 75, pp. 10–23,

jan 2011.

[139] C. Shelley, “Biomorphism and models in design,” Studies in Applied Philosophy, Episte-

mology and Rational Ethics 20, pp. 209–221, 2015.

[140] M. J. O. Stephan K. Chalup, Kenny Hong, S. K. Chalup, K. Hong, and M. J. Ostwald,

“Simulating Pareidolia of Faces for Architectural Image Analysis,” International Journal

of Computer Information Systems and Industrial Management Applications 2, pp. 262–

278, 2010.

[141] K. Hong, S. K. Chalup, R. A. King, and M. J. Ostwald, “Scene perception using parei-

dolia of faces and expressions of emotion,” in 2013 IEEE Symposium on Computational

Intelligence for Creativity and Affective Computing (CICAC), pp. 79–86, IEEE, apr 2013.

[142] F. Gosselin and P. G. Schyns, “Superstitious Perceptions Reveal Properties of Internal

Representations,” Psychological Science 14, pp. 505–509, sep 2003.

[143] C. A. Rieth, K. Lee, J. Lui, J. Tian, and D. E. Huber, “Faces in the mist: Illusory face

and letter detection,” i-Perception 2(5), pp. 458–476, 2011.



REFERENCES 88

[144] D. Y. Tsao and M. S. Livingstone, “Mechanisms of Face Perception,” Annual Review of

Neuroscience 31, pp. 411–437, jul 2008.

[145] S. Takao, “A system for rapid development and easy sharing of accurate demonstrations

for vision science.,” Frontiers in Neuroscience 4, 2010.

[146] B. Jemel, M. Pisani, L. Rousselle, M. Crommelinck, and R. Bruyer, “Exploring the

functional architecture of person recognition system with event-related potentials in a

within- and cross-domain self-priming of faces,” Neuropsychologia 43(14), pp. 2024–2040,

2005.

[147] S. Bentin and Y. Golland, “Meaningful processing of meaningless stimuli: The influence of

perceptual experience on early visual processing of faces,” Cognition 86(1), pp. B1–B14,

2002.

[148] N. George, B. Jemel, N. Fiori, L. Chaby, and B. Renault, “Electrophysiological corre-

lates of facial decision: Insights from upright and upside-down Mooney-face perception,”

Cognitive Brain Research 24(3), pp. 663–673, 2005.

[149] M. Latinus and M. J. Taylor, “Holistic processing of faces: Learning effects with Mooney

faces,” Journal of Cognitive Neuroscience 17, pp. 1316–1327, aug 2005.

[150] J. Theeuwes and S. Van der Stigchel, “Faces capture attention: Evidence from inhibition

of return,” Visual Cognition 13(6), pp. 657–665, 2006.

[151] S. R. Langton, A. S. Law, A. M. Burton, and S. R. Schweinberger, “Attention capture

by faces,” Cognition 107, pp. 330–342, apr 2008.

[152] A. Ariga and K. Arihara, “Visual attention is captured by task-irrelevant faces, but

not by pareidolia faces,” in 2017 9th International Conference on Knowledge and Smart

Technology: Crunching Information of Everything, KST 2017, pp. 266–269, IEEE, feb

2017.

[153] S. Shimojo, C. Simion, E. Shimojo, and C. Scheier, “Gaze bias both reflects and influences

preference,” Nature Neuroscience 6, pp. 1317–1322, dec 2003.


