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#### Abstract

The nonlinearity of amplifiers is one of the major impairments in wireless communications. In this letter, we propose a novel estimation method for the memoryless nonlinearity of amplifiers using weighted least squares and provide its theoretical error analysis on complex Gaussian signals. In the proposed method, the input signal and weight value are obtained via numerical integration formulas. Simulation results show that the proposed method can achieve a sufficiently low reconstruction error with 10 measurement samples on the estimation of the 13thorder nonlinearity. In addition, the simulation and theoretical results are consistent with each other.
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## I. Introduction

WIRELESS communication systems suffer from the nonlinearities of amplifiers or other radio-frequency (RF) circuits. Accordingly, the estimation and compensation of these nonlinearities are important research objectives. The memoryless nonlinearity of an amplifier needs to be estimated accurately to achieve better pre-distortion [1] or better selfinterference cancellation [2]. In the simplest model of the nonlinearity estimation problem, the relation between the input signal $x_{n}$ and the output signal $y_{n}$ can be written as

$$
\begin{equation*}
y_{n}=f\left(x_{n}\right)+z_{n} \tag{1}
\end{equation*}
$$

where $f(x)$ is the nonlinear transfer function of the target amplifier and $z_{n}$ is additive white Gaussian noise that is independent of $x_{n}$ and distributed on $\mathcal{C N}\left(0, \sigma_{z}^{2}\right)$. In the model of (1), we focus on the accurate estimation of the transfer function of the amplifier with a small number of observation samples under the assumption that the output of the amplifier can be observed directly. The simplest solution of this problem is achieved using polynomial approximation and least squares estimation. Accordingly, the transfer function of the amplifier $f(x)$ is approximated to the following $P$-th order memoryless polynomial:

$$
\begin{equation*}
f(x) \approx a_{1} x+a_{3} x|x|^{2}+\cdots+a_{P} x|x|^{P-1} \tag{2}
\end{equation*}
$$

[^0]and the coefficients $a_{1}, a_{3}, \cdots, a_{P}$ are estimated using the following least squares method with $N$ measurement samples:
\[

\hat{\mathbf{a}}=\left[$$
\begin{array}{llll}
\hat{a}_{1} & \hat{a}_{3} & \cdots & \hat{a}_{P} \tag{3}
\end{array}
$$\right]^{T}=\left(\mathbf{X}^{H} \mathbf{X}\right)^{-1} \mathbf{X}^{H} \mathbf{y}
\]

where $(\cdot)^{T}$ and $(\cdot)^{H}$ denote the transpose and Hermitian transpose of a matrix, respectively, $\hat{a}_{p}$ represents the estimated coefficients, and

$$
\begin{align*}
\mathbf{X} & =\left[\begin{array}{cccc}
x_{1} & x_{1}\left|x_{1}\right|^{2} & \cdots & x_{1}\left|x_{1}\right|^{P-1} \\
x_{2} & x_{2}\left|x_{2}\right|^{2} & \cdots & x_{2}\left|x_{2}\right|^{P-1} \\
\vdots & \vdots & \ddots & \vdots \\
x_{N} & x_{N}\left|x_{N}\right|^{2} & \cdots & x_{N}\left|x_{N}\right|^{P-1}
\end{array}\right]  \tag{4}\\
\mathbf{y} & =\left[\begin{array}{llll}
y_{1} & y_{2} & \cdots & y_{N}
\end{array}\right]^{T} \tag{5}
\end{align*}
$$

However, this solution has severe numerical instability due to the large condition number of the Gram matrix $\mathbf{X}^{H} \mathbf{X}$ on high-order nonlinearity estimation [1], [3], [4]. Existing literature [1], [3], [4] provides an improved method for mitigating the instability, using orthonormal polynomials instead of $x|x|^{p-1}$. Because of their advantages of orthonormality and orthogonality, orthogonal polynomials have been applied to not only estimation problems but also the latest studies on nonlinearities in a wide range of wireless communications such as the analysis of massive multiple-input multiple-output (MIMO) systems [5] and nonlinear equalizers [6].

In the improved version of the least squares estimation, the transfer function $f(x)$ is approximated to the following $P$-th order expansion:

$$
\begin{equation*}
f(x) \approx b_{1} \psi_{1}(x)+b_{3} \psi_{3}(x)+\cdots+b_{P} \psi_{p}(x) \tag{6}
\end{equation*}
$$

where $\psi_{p}(x)$ is a $p$-th order orthonormal polynomial. For the expansion (6), among the various types of orthogonal polynomials, a polynomial that satisfies the following orthonormality is used, to achieve better stability:

$$
\begin{equation*}
\mathbb{E}\left[\psi_{p}(x) \psi_{q}^{*}(x)\right]=\int_{\mathbb{C}} \psi_{p}(x) \psi_{q}^{*}(x) p_{x}(x) \mathrm{d} x=\delta_{p q} \tag{7}
\end{equation*}
$$

where $\delta_{p q}$ is the Kronecker delta, $p_{x}(x)$ is the probability density function of $x$, and $\int_{\mathbb{C}} \mathrm{d} x$ indicates integration on the complex plane. The orthonormal polynomial $\psi_{p}(x)$ depends on the distribution of the communication signal because the expectation of (7) depends on it. Most current communication systems use orthogonal frequency-division multiplexing (OFDM) as the modulation scheme. The complex amplitude of the OFDM signal is distributed on the complex Gaussian distribution due to a high number of subcarriers and the central
limit theorem [3], [7]. When the complex Gaussian signal has a unit variance, i.e., unit power, the orthonormal polynomial $\psi_{p}(x)$, which satisfies the orthonormality of (7), can be written as

$$
\begin{equation*}
\psi_{2 m+1}(x)=\frac{(-1)^{m}}{\sqrt{m+1}} L_{m}^{1}\left(|x|^{2}\right) x \tag{8}
\end{equation*}
$$

where $L_{m}^{1}(z)$ is the following generalized Laguerre polynomial:

$$
\begin{equation*}
L_{m}^{\alpha}(z)=\sum_{n=0}^{m} \frac{(-1)^{n}}{n!}\binom{m+\alpha}{m-n} z^{n} \tag{9}
\end{equation*}
$$

Therefore, the estimated coefficient vector of the orthonormal expansion (6) obtained using the improved least squares can be expressed as

$$
\hat{\mathbf{b}}=\left[\begin{array}{llll}
\hat{b}_{1} & \hat{b}_{3} & \cdots & \hat{b}_{P} \tag{10}
\end{array}\right]^{T}=\left(\boldsymbol{\Psi}^{H} \boldsymbol{\Psi}\right)^{-1} \boldsymbol{\Psi}^{H} \mathbf{y}
$$

where

$$
\boldsymbol{\Psi}=\left[\begin{array}{cccc}
\psi_{1}\left(x_{1}\right) & \psi_{3}\left(x_{1}\right) & \cdots & \psi_{P}\left(x_{1}\right)  \tag{11}\\
\psi_{1}\left(x_{2}\right) & \psi_{3}\left(x_{2}\right) & \cdots & \psi_{P}\left(x_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\psi_{1}\left(x_{N}\right) & \psi_{3}\left(x_{N}\right) & \cdots & \psi_{P}\left(x_{N}\right)
\end{array}\right]
$$

In (10), the $(i, j)$ element of the Gram matrix $\boldsymbol{\Psi}^{H} \boldsymbol{\Psi}$ can be written as

$$
\begin{equation*}
\left(\boldsymbol{\Psi}^{H} \boldsymbol{\Psi}\right)_{i, j}=\sum_{n=1}^{N} \psi_{2 i-1}^{*}\left(x_{n}\right) \psi_{2 j-1}\left(x_{n}\right) \tag{12}
\end{equation*}
$$

When the number of measurements $N$ is sufficiently large, the equation

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N}\left(\mathbf{\Psi}^{H} \mathbf{\Psi}\right)_{i, j}=\mathbb{E}\left[\psi_{2 i-1}^{*}(x) \psi_{2 j-1}(x)\right]=\delta_{i j} \tag{13}
\end{equation*}
$$

holds due to the orthonormality of $\psi_{p}(x)$ because $\frac{1}{N}\left(\boldsymbol{\Psi}^{H} \boldsymbol{\Psi}\right)_{i, j}$ is a sample average, and it converges to the expected value when $N \rightarrow \infty$. Thus, (13) indicates that, if a sufficiently large number of measurement samples is available, the condition number of the Gram matrix converges to 1 .

However, the convergence speed of (13) is very low when the measurement signal $x_{n}$ is randomly generated from a complex Gaussian distribution. The intuitive reason is that (12) is the Monte Carlo integration. It is known that the error of the Monte Carlo integration decreases as $1 / \sqrt{N}$, and it is much slower than other numerical integration schemes. The same issue arises on $\mathbf{\Psi}^{H} \mathbf{y}$ of (10). The $i$-th element of $\mathbf{\Psi}^{H} \mathbf{y}$ is written as

$$
\begin{equation*}
\left(\mathbf{\Psi}^{H} \mathbf{y}\right)_{i}=\sum_{n=1}^{N} \psi_{2 i-1}^{*}\left(x_{n}\right) y_{n} \tag{14}
\end{equation*}
$$

When the number of measurements $N$ is sufficiently large, the equation

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \frac{1}{N}\left(\mathbf{\Psi}^{H} \mathbf{y}\right)_{i}=\mathbb{E}\left[\psi_{2 i-1}^{*}(x) f(x)\right] \\
& =\frac{1}{\pi} \int_{\mathbb{C}} f(x) \psi_{2 i-1}^{*}(x) \mathrm{e}^{-|x|^{2}} \mathrm{~d} x=b_{2 i-1} \tag{15}
\end{align*}
$$

holds due to the orthonormality of $\psi_{p}(x)$. However, the convergence speed of (15) is very low due to the Monte Carlo integration.

To summarize, the conventional least squares method has the following problems:

- Large condition number: When the number of measurement signals is not sufficient, the condition number of the Gram matrix becomes a large value.
- Low convergence speed: When the number of measurement signals is not sufficient, the estimated value does not converge to a true value.
These problems are related to random sampling observation, and the authors of the paper [8] proposed a sample selection method based on the genetic algorithm to solve these problems on digital pre-distortion with non-orthogonal polynomials. In contrast, in this letter, we propose a weighted least squares method with orthonormal polynomials and numerical integration. In the proposed method, the measurement input signal $x_{n}$ and the weights of the least squares are easily obtained via numerical integration formulas.

The details of the proposed method are described in Section II. In Section III, the proposed scheme and the conventional least squares method are compared via numerical simulations. Section IV presents the conclusion of the letter.

## II. Proposed Method

The proposed method uses the weighted least squares method. The measurement samples and weights are obtained using a numerical integration formula. In the proposed method, we approximate the transfer function to the orthonormal polynomial expansion of (6). Then, the vector of the estimated coefficients is expressed as

$$
\begin{equation*}
\hat{\mathbf{b}}=\left(\boldsymbol{\Psi}^{H} \mathbf{W} \boldsymbol{\Psi}\right)^{-1} \boldsymbol{\Psi}^{H} \mathbf{W} \mathbf{y} \tag{16}
\end{equation*}
$$

where $\boldsymbol{\Psi}$ and $\mathbf{y}$ are the same as (11) and (5), respectively, and $\mathbf{W}=\operatorname{diag}\left\{w_{1}, w_{2}, \cdots, w_{N}\right\}$ is a diagonal weight matrix. The main difference between the conventional and proposed methods is that the measurement samples $x_{n}$ and the weight $w_{n}$ are obtained using a numerical integration formula that can calculate the following two integrals:

$$
\begin{align*}
& \mathbb{E}\left[\psi_{2 i-1}^{*}(x) \psi_{2 j-1}(x)\right]=\frac{1}{\pi} \int_{\mathbb{C}} \psi_{2 i-1}^{*}(x) \psi_{2 j-1}(x) \mathrm{e}^{-|x|^{2}} \mathrm{~d} x  \tag{17}\\
& \mathbb{E}\left[f(x) \psi_{2 i-1}^{*}(x)\right]=\frac{1}{\pi} \int_{\mathbb{C}} f(x) \psi_{2 i-1}^{*}(x) \mathrm{e}^{-|x|^{2}} \mathrm{~d} x \tag{18}
\end{align*}
$$

with a high accuracy even if the number of measurements $N$ is very small. Generally, a numerical integration formula with $N$ samples can be written as

$$
\begin{equation*}
\mathbb{E}[g(x)] \approx \sum_{n=1}^{N} g\left(x_{n}\right) w_{n} \tag{19}
\end{equation*}
$$

where $g(x)$ is an arbitrary function, and $x_{n}$ and $w_{n}$ are the computing points and weights of the numerical integration, respectively. In the proposed method, we use the computing points as measurement samples, and the $n$-th element of the
diagonal weight matrix $\mathbf{W}$ is $w_{n}$. Then, we can expect that the following two equations:

$$
\begin{align*}
& \left(\mathbf{\Psi}^{H} \mathbf{W} \mathbf{\Psi}\right)_{i, j}=\sum_{n=1}^{N} \psi_{2 i-1}^{*}\left(x_{n}\right) \psi_{2 j-1}\left(x_{n}\right) w_{n},  \tag{20}\\
& \left(\boldsymbol{\Psi}^{H} \mathbf{W} \mathbf{y}\right)_{i}=\sum_{n=1}^{N} y_{n} \psi_{2 i-1}^{*}\left(x_{n}\right) w_{n}, \tag{21}
\end{align*}
$$

rapidly converge to the expected values of (17) and (18), respectively, if the noise is ignored. Therefore, the Gram matrix $\mathbf{\Psi}^{H} \mathbf{W} \boldsymbol{\Psi}$ becomes the identity matrix, and the estimated vector $\hat{\mathbf{b}}$ stably converges to the true coefficient vector $\mathbf{b}$, even if the number of measurement samples is very small. In addition, if the Gram matrix is approximately the identity matrix, the estimate can be given as $\hat{\mathbf{b}} \approx \boldsymbol{\Psi}^{H} \mathbf{W} \mathbf{y}$.

## A. Example 1: Gauss-Laguerre quadrature

The integrations of (17) and (18) can be rewritten as

$$
\begin{align*}
& \mathbb{E}[g(x)]=\frac{1}{\pi} \int_{0}^{2 \pi} \int_{0}^{\infty} g\left(r \mathrm{e}^{\mathrm{j} \theta}\right) \mathrm{e}^{-r^{2}} r \mathrm{~d} r \mathrm{~d} \theta \\
& =\int_{0}^{\infty} g(r) \cdot 2 r \mathrm{e}^{-r^{2}} \mathrm{~d} r=\int_{0}^{\infty} g(\sqrt{t}) \mathrm{e}^{-t} \mathrm{~d} t \tag{22}
\end{align*}
$$

where $g(x)=\psi_{2 i-1}(x) \psi_{2 j-1}^{*}(x)$ for (17), and $g(x)=$ $f(x) \psi_{2 i-1}^{*}(x)$ for (18). The reason for the above transformation is that $g(x)=g(|x|)$ holds in both cases. The last term of (22) is a semi-infinite integral with an exponentially decaying weight function, and the Gauss-Laguerre quadrature is a good choice for integrating it with high accuracy. In the Gauss-Laguerre quadrature, the computing point $t_{n}$ is the $n$ th root of the Laguerre polynomial $L_{N}(x)=L_{N}^{0}(x)$, and the weights are given by [9, Eq. 25.4.45]

$$
\begin{equation*}
w_{n}^{\prime}=\frac{x_{n}}{(N+1)^{2}\left[L_{N+1}\left(x_{n}\right)\right]^{2}} \tag{23}
\end{equation*}
$$

Then, the measurement samples and weights of the proposed method are $x_{n}=\sqrt{t_{n}}$ and $w_{n}=w_{n}^{\prime}$, respectively. Moreover, the error of the Gauss-Laguerre quadrature is given by [9, Eq. 25.4.45]

$$
\begin{equation*}
R_{N}[g]=\left.\frac{(N!)^{2}}{(2 N)!} \frac{\mathrm{d}^{2 N}}{\mathrm{~d} t^{2 N}} g(\sqrt{t})\right|_{t=\xi} . \quad(0<\xi<\infty) \tag{24}
\end{equation*}
$$

Thus, the convergence speed of the Gauss-Laguerre quadrature is much higher than that of the Monte Carlo integration because $\frac{(N!)^{2}}{(2 N)!} \ll 2^{-N}$.

In Section III, when the number of measurements is larger than 100 , the 100 measurement samples and weights are repeated $N / 100$ times to generate $N$ measurement samples and weights because the Gauss-Laguerre quadrature has very high accuracy, even if $N=20$. Thus, we use $x_{n}=\sqrt{t_{(n \% 100)}}$ and $w_{n}=\frac{100}{N} w_{(n \% 100)}^{\prime}$ when $N>100$, where the binary operator $\%$ indicates the remainder after division, and $t_{n}$ and $w_{n}$ are obtained from 100-points Gauss-Laguerre quadrature.

## B. Example 2: Rectangular rule

Generally, the rectangular rule is not a highly accurate integration method, but it is practical for the proposed method. The middle term of (22) is an integration with a rapidly decreasing weight $\mathrm{e}^{-r^{2}}$, and we can obtain sufficient accuracy even if the integration interval is only $[0,5]$ instead of $[0, \infty)$. Then, the measurement samples and weights of the proposed method with the rectangular rule can be written as

$$
\begin{equation*}
x_{n}=\frac{5}{N} n, \quad w_{n}=\frac{10}{N} x_{n} \mathrm{e}^{-x_{n}^{2}} \tag{25}
\end{equation*}
$$

In (22), the integrand can be approximated to zero at both ends of the integration domain, i.e., $g(r) \cdot 2 r \mathrm{e}^{-r^{2}} \approx 0$ at $r=0$ and $r=5$. Then, the rectangular rule for (22) is almost equal to the trapezoidal rule, and the error of the integration can be expressed as [9, Eq. 25.4.2]

$$
\begin{equation*}
\left.R_{N}[g] \approx \frac{125}{12 N^{2}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} r^{2}}\left[g(r) \cdot 2 r \mathrm{e}^{-r^{2}}\right]\right|_{r=\xi} .(0<\xi<5) \tag{26}
\end{equation*}
$$

Thus, the convergence speed of the rectangular rule is higher than that of the Monte Carlo integration because $R_{N}[g] \sim$ $\mathcal{O}\left(N^{-2}\right)$.

It can be observed from (25) that the measurement samples can be viewed as a ramp signal. This is an interesting aspect of the rectangular rule for the proposed method.

## C. Theoretical error analysis

In this subsection, we analyze the following total reconstruction error:

$$
\begin{equation*}
E_{\mathrm{tot}}^{2}=\mathbb{E}\left[|f(x)-\hat{f}(x)|^{2}\right] \tag{27}
\end{equation*}
$$

where $\hat{f}(x)$ is the reconstructed nonlinearity defined as

$$
\begin{equation*}
\hat{f}(x)=\hat{b}_{1} \psi_{1}(x)+\hat{b}_{3} \psi_{3}(x)+\cdots+\hat{b}_{P} \psi_{P}(x) \tag{28}
\end{equation*}
$$

Furthermore, the nonlinear function $f(x)$ can be expanded to an infinite series as

$$
\begin{equation*}
f(x)=b_{1} \psi_{1}(x)+b_{3} \psi_{3}(x)+\cdots=\sum_{p=1,3, \cdots}^{\infty} b_{p} \psi_{p}(x) . \tag{29}
\end{equation*}
$$

Thus, the total error can be rewritten as

$$
\begin{align*}
& E_{\text {tot }}^{2}=\mathbb{E}\left[\left|\sum_{p=1,3, \cdots}^{P}\left(b_{p}-\hat{b}_{p}\right) \psi_{p}(x)+\sum_{p=P+2, P+4, \cdots}^{\infty} b_{p} \psi_{p}(x)\right|^{2}\right] \\
& \stackrel{(a)}{=} \underbrace{\sum_{p=1,3, \cdots}^{P} \mathbb{E}\left[\left|b_{p}-\hat{b}_{p}\right|^{2}\right]}_{\text {Estimation error: } E_{\text {est }}^{2}}+\underbrace{\sum_{p=P+2, P+4, \cdots}^{\infty}\left|b_{p}\right|^{2}}_{\text {Approximation error: } E_{\text {app }}^{2}} . \tag{30}
\end{align*}
$$

The transform of $\stackrel{(a)}{=}$ is due to the orthonormality of (7). The proposed method has two errors: the estimation error $E_{\text {est }}^{2}$ and the approximation error $E_{\text {app }}^{2}$. The approximation error is the error caused by approximating the series expansion of $f(x)$ in finite dimensions. The conventional method also has this error
due to the approximation of (6). The approximation error can be written as [10, eq. (3.2.7), section 3.2, p. 217]

$$
\begin{equation*}
E_{\mathrm{app}}^{2}=\mathbb{E}\left[|f(x)|^{2}\right]-\sum_{p=1,3, \cdots}^{P}\left|\mathbb{E}\left[f(x) \psi_{p}^{*}(x)\right]\right|^{2} \tag{31}
\end{equation*}
$$

In (31), the approximation error monotonically decreases as the order $P$ increases. This error has the same value in both the proposed and conventional methods if the order $P$ is the same.

In contrast, the estimation error $E_{\text {est }}^{2}$ leads to a performance variation between the proposed and conventional methods. When the Gram matrix converges to the identity matrix sufficiently, the estimated coefficient $\hat{b}_{p}$ can be written as

$$
\begin{align*}
& \hat{b}_{2 i-1}=\left(\mathbf{\Psi}^{H} \mathbf{W} \mathbf{y}\right)_{i} \\
& =\sum_{n=1}^{N} f\left(x_{n}\right) \psi_{2 i-1}^{*}\left(x_{n}\right) w_{n}+\sum_{n=1}^{N} z_{n} \psi_{2 i-1}^{*}\left(x_{n}\right) w_{n} \tag{32}
\end{align*}
$$

Thus, the estimation error $E_{\text {est }}^{2}$ can be rewritten as

$$
\begin{align*}
E_{\mathrm{est}}^{2} & =\sum_{p=1,3, \cdots}^{P}\left|\sum_{n=1}^{N} f\left(x_{n}\right) \psi_{p}^{*}\left(x_{n}\right) w_{n}-b_{p}\right|^{2} \\
& +\sum_{p=1,3, \cdots}^{P} \mathbb{E}\left[\left|\sum_{n=1}^{N} z_{n} \psi_{p}^{*}\left(x_{n}\right) w_{n}\right|^{2}\right] \tag{33}
\end{align*}
$$

In the right-hand side of (33), the first term indicates the square of the quadrature error, and the second term indicates the error caused by the noise. The square of the quadrature error is $\left(R_{N}\left[f(r) \psi_{p}^{*}(r)\right]\right)^{2}$, and the error rapidly decays at a rate of $\mathcal{O}\left(N^{-4}\right)$, even for the rectangular rule. In addition, the noise error can be rewritten as
$\sum_{p=1,3, \cdots}^{P} \mathbb{E}\left[\left|\sum_{n=1}^{N} z_{n} \psi_{2 i-1}^{*}\left(x_{n}\right) w_{n}\right|^{2}\right]=\sigma_{z=1,3, \cdots}^{P} \sum_{n=1}^{N}\left|\psi_{p}\left(x_{n}\right) w_{n}\right|^{2}$.

Equation (34) shows that the effect of noise depends on the values of the measurement samples and weights determined by the numerical integration method employed, and the sum of their squares is an indicator of the influence of noise. When the rectangular rule is used for the proposed method, the summation of the right-hand side of (34) with a large $N$ can be asymptotically expressed as
$\sum_{n=1}^{N}\left|\psi_{p}\left(x_{n}\right) w_{n}\right|^{2} \approx \frac{5}{N} \int_{0}^{\infty}\left\{\psi_{p}\left(x_{n}\right) \cdot 2 r \mathrm{e}^{-r^{2}}\right\}^{2} \mathrm{~d} r \sim \mathcal{O}\left(N^{-1}\right)$.

The noise error decays at a rate of $\mathcal{O}\left(N^{-1}\right)$, and the quadrature error is negligibly small compared with the noise error.

To summarize this section, we can estimate the error of the proposed method as

$$
\begin{equation*}
E_{\mathrm{tot}}^{2} \approx E_{\mathrm{app}}^{2}+\sigma_{z}^{2} \sum_{p=1,3, \cdots}^{P} \sum_{n=1}^{N}\left|\psi_{p}\left(x_{n}\right) w_{n}\right|^{2} \tag{36}
\end{equation*}
$$

The first term is a constant for the number of measurements $N$, and the second term decays at a rate of $\mathcal{O}\left(N^{-1}\right)$. Thus, the


Fig. 1. Condition number of the Gram matrix of each method when $P=7$. The value is averaged over $10^{4}$ times independent Monte Carlo simulation.
convergence rate of the proposed method is the same as that of the conventional Monte-Carlo-based least squares method whose rate of square error is $\mathcal{O}\left(N^{-1}\right)$. This is because the conventional method is exactly same as the proposed method with randomly generated samples $x_{n}$ and weights $w_{n}=1 / N$. However, the rate is a characteristic of $N \rightarrow \infty$, and we compare the characteristics of each method from a small to a large number $N$ in numerical experiments in the following section.

## III. Results of Numerical Experiments

In this section, we evaluate and compare the condition number and total reconstruction error, which is defined as (27), for the proposed and conventional methods using $10^{4}$ times Monte Carlo simulation. In the simulation, we use the Rapp model [11] as an amplifier, and its transfer function can be written as

$$
\begin{equation*}
f(x)=\frac{x}{\left(1+(|x| / B)^{2 s}\right)^{\frac{1}{2 s}}} \tag{37}
\end{equation*}
$$

where $B$ indicates the input back-off (IBO), and $s$ is the smoothness factor. Furthermore, we use $B=\sqrt{10}$ (i.e., 10 dB IBO) and $s=3$.

Figure 1 shows the condition number of the Gram matrix of each method. As mentioned in the Introduction, the condition number of the conventional method is much larger than that of the proposed method because it is based on the Monte Carlo integration. The proposed method successfully reduces the condition number because of its high accuracy of numerical integration. This indicates that the proposed method can achieve better stability than the conventional least squares method.

Figures 2, 3, 4, and 5 show the simulation results and theoretical results of the total reconstruction error for each method, with $P=7$ and $P=13$, from a very noisy case to an almost noise-free case for a wide range of applications such as pre-distortion, post-distortion, and self-interference cancellers. The error of the proposed method is much smaller than that of the conventional method, as the proposed method has good stability and better accuracy of integration. Surprisingly, even when only 10 measurements are used, the proposed method maintained the reconstruction error below the noise.


Fig. 2. Total reconstruction error $E_{\text {tot }}^{2}$ of each method with $P=7$ and $\sigma_{z}^{2}=10^{1}$. The lines indicate theoretical results, and the markers indicate simulation results.


Fig. 3. Total reconstruction error $E_{\text {tot }}^{2}$ of each method with $P=13$ and $\sigma_{z}^{2}=10^{-1}$. The lines indicate theoretical results, and the markers indicate simulation results.


Fig. 4. Total reconstruction error $E_{\text {tot }}^{2}$ of each method with $P=7$ and $\sigma_{z}^{2}=10^{-4}$. The lines indicate theoretical results, and the markers indicate simulation results.

In contrast, in Fig. 2, the error of the conventional method is smaller than that of the proposed method when $N>10^{4}$. Therefore, the conventional method is more effective than the proposed method when a sufficient number of samples are used under low signal-to-noise ratio (SNR). In addition, the theoretical and simulation results are consistent with each other in these figures. Thus, the analysis in this paper is useful for the error estimation of the proposed method. Moreover, if the error is to be reduced further, a numerical integration method that reduces the value of (34) needs to be used.


Fig. 5. Total reconstruction error $E_{\text {tot }}^{2}$ of each method with $P=13$ and $\sigma_{z}^{2}=10^{-7}$. The lines indicate theoretical results, and the markers indicate simulation results.

## IV. Conclusion

In this letter, we proposed a novel estimation method for the memoryless nonlinearity of an amplifier. The method uses weighted least squares with orthonormal polynomials and numerical integration. The measurement signal and weights of the proposed method were designed based on the numerical integration method to converge the Gram matrix to the unit matrix with high accuracy, even with a small number of observations. Moreover, we derived the theoretical error of the proposed method. The simulation results showed that the proposed method dramatically improved the accuracy of the conventional least squares method and achieved sufficient accuracy with 10 measurement samples. The theoretical results and simulation results were consistent with each other.
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