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and auditory stimuli: evidence from pupillometry  

 

 

Approx. 800 words 

  Human emotion is a mechanism for survival strategies, such as behavioral motivation and the signal of crisis 

avoidance. The study about human emotions began in philosophy and has conducted in various fields such as 

psychology, physiology, and engineering. Many studies on the relationship between emotions and physiological 

responses have focused on the pupillary response in recent years. The pupillary response has been attracting attention 

as a new physiological indicator that can indirectly extract human emotional responses because it reflects the activity 

of the locus coeruleus (LC). In this thesis, we investigated the mechanisms of emotion and facial expression 

recognition, which have not yet been elucidated, using pupillary responses (Chapter 2 and 3). In addition, we attempted 

to estimate emotional states using the pupillary responses based on these findings (Chapter 4). 

 

 In the Chapter 2, we investigated the contribution of facial color to expression recognition in blur images with the 

measurement of behavior and pupillary change. In the experiment, the face stimuli of facial colors (natural color, 

reddish) with different expressions (neutral and anger) in 3 blur levels were presented. Participants performed a task of 

expression identification to the stimulus. Behavioral results indicated that the facial color has a significant contribution 

to expression recognition as blur level increases. Then, the results of pupillometry showed that the reddish-color 

provided the information necessary to identify anger. These results showed the contribution of facial color increases in 

both psychophysics and pupillary experiment as blur level increases, which suggested that facial color emphasizes the 

characteristics of specific facial expressions. 

 

 In the Chapter 3, we aimed to elucidate the relationship of attentional states to emotional unimodal stimuli (pictures 

or sounds) and emotional responses by measuring the pupil diameter. In experiment 1, we investigated the relationship 

of the attentional state with emotional visual stimuli and emotional responses by using pupillometry. We observed that 

the velocity of pupillary dilation was faster during the presentation of emotionally arousing pictures compared to that 

of neutral ones, regardless of the valence of the pictures. Importantly, this effect was not dependent on the task 

condition. In experiment 2, we investigated the relationship of the attentional state with emotional auditory sounds and 

emotional responses. We observed a trend towards a significant interaction between the stimulus and the task 

conditions with regard to the velocity of pupillary dilation. In the emotional and auditory detection tasks, the velocity 

of pupillary dilation was faster with positive and neutral sounds than negative sounds. However, there were no 

significant differences between the no task and visual detection task conditions. Taken together, the current data reveal 

that different pupillary responses were elicited to emotional visual and auditory stimuli, at least in the point that there is 

no attentional effect to emotional responses to visual stimuli, despite both experiments being sufficiently controlled to 

be of symmetrical experimental design. 

 

 In the Chapter 4, we investigated pupillary responses to an auditory stimulus after a positive, negative, or neutral 

emotional state was elicited by an emotional image. An emotional image was followed by a beep sound that was either 

repetitive or unexpected, and the pupillary dilation was measured. Our results showed that the early component of the 

pupillary response to the beep sound was larger for negative and positive emotional states than neutral, whereas the 



 

late component was larger for positive emotional states. The pupil response’s peak latency was earlier for negative 

images than neutral or positive. Finally, SVM classified the emotional state based on the pupillary response with 80¥% 

accuracy. Our study suggests that emotional states can be estimated from the amplitude and the latency of pupil 

activity in response to an auditory probe. 

 

 Through these experiments, this study elucidated the unresolved cognitive mechanisms of emotion recognition and 

facial expression recognition using pupillary responses and proposed a new emotion estimation method. These findings 

provide important evidence to support the usefulness of pupillary response as a new physiological indicator in emotion 

research. These findings also support the effectiveness of pupillary response as an objective emotion estimation 

method that does not rely on subjective responses, and further research is recommended. 
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Chapter 1

Introduction

1.1 Emotion and Facial expression

We are surrounded by information obtained from our senses, such as vision and audition. The physical

characteristics of various stimuli (e.g., color or size) are used to determine information processing

priority (Wolfe and Horowitz, 2004). One of the factors that determine the priority of processing

is emotional relevance. It plays a role in tagging specific stimuli for appropriate processing, such

as approaching behavior or avoiding behavior, depending on emotions (Vuilleumier, 2005; Davidson

et al., 2004). These emotionally relevant stimuli include the facial expressions of others as well as

natural images and sounds.

Emotion

In psychology, strong responses, which are often accompanied by physiological arousal, are called

emotions. Physiological arousal is a state of physical excitement associated with the activity of the

sympathetic nervous system and the endocrine system. Some of the emotions that we experience, such

as anger, fear, sadness, and joy, have been formed during the evolutionary process and are thought

to have a high degree of commonality with animals. In this sense, some argue that these emotions

are basic emotions that have a biological basis (Ekman, 1999). However, Russell et al. reported that

emotions could be reduced to a two dimensions, such as the pleasant-unpleasant dimension and the

activated-deactivated dimension (Russel and Barrett, 1999).

Facial expression

The face is one of the most important visual stimuli in our daily life. It could be used to estimate

gender age, attractiveness, health status, and emotions as well as individual identification. In addition,

information of the face could estimate the internal information that the person does not intend. Thus,

the face is an important social signal that indicates a person’s state of mind, and we can acquire

extraordinary cognitive abilities for faces in the course of our daily life with others. In particular,

1



CHAPTER 1. INTRODUCTION 2

facial expressions are important cues for making value judgments about the surrounding environment

and specific objects. Therefore, facial expressions provide necessary information for judging others’

emotions when communicating with them (e.g., fear is a signal of the threat to something; anger is a

signal of resentment, etc.). Ekman et al. showed that six types of human facial expressions, happiness,

surprise, fear, disgust, anger, and sadness, are basic emotional expressions worldwide (Ekman and

Friesen, 1971). Physiological responses, such as heartbeat and blood pressure, are accompanied by

changes in the emotional state, and facial skin color changes correspondingly. Drummond conducted a

questionnaire survey on facial color and emotion. He reported that flushing was associated with anger

and pallor with fear (Drummond, 1997). It suggests an empirical relationship between facial color

and emotion when reading the emotional state of others. Nakajima et al. also showed the interaction

between facial color and facial expression in identifying facial expressions by investigating the effect of

facial color on facial expression recognition and the effect of facial expression on facial color perception

(Nakajima et al., 2017).

1.2 Mechanisms of emotion processing

In this section, we will discuss the processing mechanisms in the brain that produce emotions, and the

functions of the amygdala and orbitofrontal cortex, which are important brain regions in triggering

emotional responses.

Amygdala

The amygdala, located in the medial part of the left and right temporal lobes, is a complex of several

neurons (see Fig. 1.1). The amygdala is one of the most important brain regions involved in emotion,

and is mainly responsible for the detection of emotional stimuli and social judgment. The survival of

organisms needs to distinguish whether various things are safe and beneficial for them or dangerous

and harmful for them, and the amygdala is responsible for such evaluations. Functional brain imaging

studies, such as fMRI (functional magnetic resonance imaging) and PET, have shown that the human

amygdala is rapidly activated when we see fear, sadness, happiness, etc., in others (Breiter et al.,

1996; Blair et al., 1999). Not only that, but the amygdala is also capable of automatically detecting

emotional stimuli without conscious awareness. (Nomura et al., 2004).

The amygdala also plays a significant role in social judgment, and is involved in prejudice and

interpersonal judgment (Adolphs, 2001)． Adolphs et al. conducted experiments that patients with

damage to the amygdala and healthy participants look at photos of unknown people with positive

and negative facial expressions, and asked them to judge the ”friendliness” and ”trustworthiness” of

the people (Adolphs et al., 1998). Healthy participants judged people with negative facial expressions

as unfriendly and untrustworthy, while patients injured in the amygdala judged people with negative

facial expressions favorably. These results suggest that the amygdala is also involved in making

information judgments for understanding people and is useful for adapting to social life.
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Figure 1.1: Amygdala

Prefrontal cortex

The prefrontal cortex refers to the area of the frontal lobe that excludes regions related to movement.

The prefrontal cortex is associated with most of the intellectual and higher cognitive functions, and

also plays an important role in emotion, of which the orbitofrontal cortex is the most closely related.

The orbitofrontal cortex is the only part of the prefrontal cortex with direct and close neural contact

with the amygdala. The difference between the orbitofrontal cortex and the amygdala is that while the

amygdala quickly detects important emotional stimuli, the orbitofrontal cortex monitors the relation-

ship between the stimuli, the occipital response to the stimuli, and the consequences of the behavior.

It is based on this monitoring and evaluation, and the orbitofrontal cortex can control behavior on a

long-term basis (Rolls, 2000).

1.3 Pupillometry

Pupil diameter

The pupil is the opening in the center of the iris. Its function is to allow light to enter the eye so it can

be focused on the retina to begin the process of sight. The size of the pupil changes continuously. In

general, the pupil becomes larger in dark environments and smaller in bright environments. Humans’

pupil diameter varies from a maximum of 8 mm to 1.5 mm in response to changes in light intensity.

However, the optimal pupil diameter is 3-4 mm, because a huge pupil size is induced increasing the

lense distortion, and a tiny pupil diameter blurs the retinal image due to diffraction effects. The

pupillary light reflex (PLR) reflects the autonomic nervous system that could not be controlled by

consciousness. It has also been reported that the pupil diameter decreases depending on the human

perception of brightness and glare, regardless of the actual physical luminance (Laeng and Endestad,
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Figure 1.2: Eye-tracking device (Eyelink 1000, SR Research)

2012; Naber and Nakayama, 2013; Laeng and Sulutvedt, 2014). The pupil of a normal person begins to

contract after a delay of about 0.2-0.3 s after the stimulus is presented, reaches maximum contraction

in about 1 s, and then returns to its original size after dilations.

In recent years, eye-tracking measurement devices (see Fig. 1.2) have become significantly smaller

and sophisticated. The principle of this measurement is to irradiate the eye with a near-infrared LED

mounted on the device and to measure the gaze position and pupil diameter by using a camera to

measure the reflected corneal image.

Mechanism of pupillary dilation and constriction

Two types of smooth muscles, called the pupillary dilator muscles (radial) and the pupillary constric-

tor muscles (sphinctor), are directly responsible for pupillary movement. These muscles are controlled

by sympathetic and parasympathetic nerves, respectively. During mental excitement, the sympathetic

nervous system becomes active and the pupillary dilator muscle of the iris contracts, resulting in di-

lations. In contrast, during sleep or deep anesthesia, the parasympathetic nervous system becomes

dominant, and constrictions persist. Fig. 1.3 shows the neural circuit of the pupil response. The

pupillary dilation and constriction are caused by the actions of various organs and tissues. In the

parasympathetic nervous system, when the incident light increases above a certain level, the Retinal

Ganglion Cell (RGC) projects to the Edinger-Westphal Nucleus via the Pretectal Olivary Nucleus

(PON). This projection activates the Edinger-Westphal Nucleus, which activates the pupillary con-

strictor muscles and promotes pupil contraction (Wang and Munoz, 2015).
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Figure 1.3: Schematic of the pupil orienting circuit (Wang and Munoz, 2015)

The pupil diameter changes with arousal and mental activity also. For example, physiological

responses such as attention and arousal when a person is concentrating on a task or gazing at some

objects cause pupil dilation (Benarroch, 2009). This is because dilation is modulated by the locus

ceruleus (LC), which plays a central role in regulating arousal and cognitive functions. The previous

experiments about monkeys’ pupillary responses have shown a strong correlation between LC neurons

and pupillary changes (see Fig. 1.4 (Aston-jones and Cohen, 2005)). When LC is activated, it exerts



CHAPTER 1. INTRODUCTION 6

Figure 1.4: Relationship between tonic pupil diameter and baseline firing rate of an LC neuron in
monkey (Aston-jones and Cohen, 2005)

a direct inhibitory projection on the Edinger-Westphal Nucleus. As a result, this inhibits the action

of the Edinger-Westphal Nucleus and its associated pupillary constrictor muscles, which promotes

pupillary dilations. Thus, pupil dilation is mainly caused by the sympathetic nervous system, while

pupil contraction is primarily driven by the parasympathetic nervous system. Also, the pupil diam-

eter changes due to the interaction between the sympathetic and parasympathetic nervous systems.

Therefore, it has long been believed that the pupil diameter reflects the mental state of the human.

Hess et al. reported that the pupil diameter constricted depending on the interest and attention to

the task (Hess and James, 1960) and changed depending on the difficulty of the task (Hess and James,

1964).

Pupillary response to emotional stimuli

Since pupillary changes reflect the cognitive state, many studies on emotion using pupillary change

have been reported recently. Bradley et al. investigated the pupillary response to the International

Affective Picture System (IAPS) images (Pleasant, Unpleasant, and Neutral) (Bradley et al., 2008).

The results showed that pupillary dilation after the initial light reflex was significantly larger for

pleasant and unpleasant stimuli than for neutral stimuli (see Fig. 1.5). Many other studies have

attempted to extract emotional responses when emotional natural images are presented using pupil-

lometry (Kashihara et al., 2014; Kinner et al., 2017; Bradley and Lang, 2015; Henderson et al., 2014;
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Figure 1.5: Pupillary response to emotional images (Bradley et al., 2008)

Finke et al., 2017; Bradley et al., 2017; Mckinnon et al., 2020). Snowden et al. compared the pupil

changes in the passive (only view) and active (evaluate the emotional image) conditions to investigate

the relationship between pupil dilation and attention to the stimuli (Snowden et al., 2016). The re-

sults showed that the emotional images induced larger pupil dilation in both attention conditions than

the neutral pictures. This suggests that the processes that cause emotional modulation of the pupil

are beyond automatic and conscious control. In addition, it has also been shown that the pupillary

responses to emotional stimuli occur natural auditory stimuli as well as emotional pictures (Partala

and Surakka, 2003; Bonmassar et al., 2020). Bradley et al. conducted experiments comparing pupil

diameter and skin conductance response (SCR), suggesting that pupillometry has the potential to

be used in clinical, developmental, neurological, and other emotional reactivity investigations as a

relatively easy to measure, reliable, and non-invasive biological measure of sympathetic arousal during

image viewing (Bradley et al., 2017).

Pupil changes associated with affective responses are not limited to emotional responses to natural

images and sounds. Liao et al. showed that the pupil diameter constricted when presented with an

attractive face image(Liao et al., 2020). In addition, the pupillary response was lager when presented

other’s face with emotional expression (Laeng et al., 2013; Nuske et al., 2014a; Jessen et al., 2016;
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Wang et al., 2018). Therefore, the pupillary response during the recognition of facial expressions has

been shown to be useful as a physiological indicator of emotional recognition.

1.4 Approach

In this thesis, we aimed to elucidate the unresolved emotion recognition mechanisms and establish a

new emotion estimation method. We used the pupillary response as a physiological indicator. The

pupillary response has attracted attention in recent years as a new indicator of emotional reactions

because it reflects the LC activity, which contains a large amount of noradrenaline(Aston-jones and

Cohen, 2005). The pupillary response is known to be mydriatic in response to emotional images and

sounds(Bradley et al., 2008; Partala and Surakka, 2003). In addition, it is known that pupil dilation

occurs during the recognition of emotional facial expressions of others(Laeng et al., 2013; Nuske et al.,

2014a; Jessen et al., 2016; Wang et al., 2018). In this thesis, we aimed to achieve the above goals by

using pupillary response as a physiological indicator. In Chapter 2, we experimented with measuring

behavioral response and pupillary response to elucidate the cognitive mechanism of facial color effect

on facial expression recognition. In Chapter 3, we investigated the symmetry of attentional states

and emotional responses to visual and auditory stimuli by measuring the behavioral response and the

pupillary response. In Chapter 4, we experimented to establish a new method for estimating emotion

by measuring pupillary responses to auditory probe stimuli.

1.5 Overview

This thesis comprises five studies (Chapter 1-5). First, we present what emotion and facial expression

are, the mechanisms of emotion processing, the utility of pupillometry as an indicator of emotional

response, and the goal and approaches of this study as an Introduction in this chapter. Next, in Chap-

ter 2, we present the experiment that investigated the mechanisms of facial color effect on expression

recognition using pupillometry. Then, in Chapters 3 , we present the relationship of attentional states

with emotional unimodal stimuli (pictures or sounds) using pupillometry in two experiments. More-

over, in Chapters 4, we present studies examined whether the emotional states could be classified

based on the pupillary reopnses elicited by sound probe stimuli. Finally, we summarize the outcomes

of the three studies in the final chapter as the conclusion (see also Figure 1.6).
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recogn ition  becom es stronger as the  leve l o f b lu r increases fo r angry express ions .

- T he pup illa ry response and the  behaviora l resu lt suggested tha t fac ia l co lo r 

em phasizes the  characteris tics  o f specific  fac ia l express ion .

Chap. 3 : Emotional responses to pictures and sounds

Emotional pictures & sounds

- E m otiona l responses to  v isua l s tim u li were  evoked in  a ll a tten tiona l s ta tes.

- E m otiona l responses to  aud ito ry s tim u li were  on ly evoked in  cases where  the  
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Emotion estimation

- P up illa ry responses to  sound probe stim u li suggested tha t the  th ree em otiona l 

s ta tes (positive , negative , and neutra l) cou ld  be  estim ated w ith  h igh  accuracy.

- T he frequency o f p resenta tion  o f the  sound probe stim u li d id  no t a ffect the  

estim ation  o f em otiona l s ta tes.

Figure 1.6: Flowchart of this thesis



Chapter 2

Contribution of facial color to
expression recognition

A similar version of this chapter will be submitted as:

Nakakoga, S., Nihei, Y., Nakauchi, S., & Minami, T. (2019). Contribution of Facial Color to

Expression Recognition of Blurred Faces. Italic Transactions of Japan Society of Kansei

Engineering, TJSKE-D, 18(1), 79-85, DOI:10.5057/jjske.TJSKE-D-18-00035

The change of facial color and expression reflects our mental or physical condition. Previous

behavioral studies indicated that there is a strong interaction between facial color and expression

perception. This study investigated the contribution of facial color to expression recognition in blur

images with the measurement of behavior and pupillary change. In the experiment, the face stimuli

of facial colors (natural color, reddish) with different expressions (neutral and anger) in 3 blur levels

were presented. Participants performed a task of expression identification to the stimulus. Behavioral

results indicated that the facial color has a significant contribution to expression recognition as blur

level increases. Then, the results of pupillometry showed that the reddish-color provided the infor-

mation necessary to identify anger. These results showed the contribution of facial color increases in

both psychophysics and pupillary experiment as blur level increases, which suggested that facial color

emphasizes the characteristics of specific facial expressions.

10
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2.1 Introduction

Facial color is an important signal to identify the emotions and health status of others. Many previous

studies showed that facial color is one of the visual cues in person identification (Bruce and Langton,

1994; Yip and Sinha, 2002), facial attractiveness, and age determination (Fink et al., 2006; Jones et al.,

2004; Kawaguchi et al., 2020; Fink et al., 2006). The information about facial color influences face

processing. In our research group, experiments measured EEG during the presentation of the facial

stimuli revealed that N170, an ERP component of face processing, is modulated by facial color, which

suggested that facial color is important in the face detection process (Minami et al., 2011). Another

study showed that the left FFA plays an important role in the processing of facial color (Nakajima

et al., 2014). Thus, facial color plays an important role in promoting social communication. Several

studies have suggested that humans have a higher discrimination sensitivity on facial skin than on

patches in detecting subtle changes in redness (a* of CIE Lab color space), suggesting that humans

have superior facial color discrimination ability (Tan and Stephen, 2013; Thorstenson et al., 2017).

In addition, other studies have shown that the trichromacy of primate, including human, might be

optimized for detecting changes in the skin color of others (Changizi et al., 2006; Hasantash et al.,

2019; Hiramatsu et al., 2017).

Facial redness, among other facial colors, has been linked to the recognition of health status

(Stephen et al., 2009), male dominance and aggression (Stephen et al., 2012). In fact, it is known that

facial redness increases with a rise in blood flow caused by increased body temperature and the ex-

pression of anger (Drummond and Quah, 2001; Nordin, 1990). Therefore, many studies have reported

an association between angry expressions and a facial reddish color (Drummond, 1997; Minami et al.,

2018; Nakajima et al., 2017; Takahashi and Kawabata, 2018; Thorstenson et al., 2018; Young et al.,

2018). In addition, the experiments of identification of facial expression using face images that do not

involve facial muscle movement suggest that emotions could be read using facial color features associ-

ated with changes in facial blood flow, even in the absence of facial muscle activation. In addition, the

experiments of identification of facial expression using face images that do not involve facial muscle

movement suggest that emotions could be read using only facial color features associated with changes

in facial blood flow, even in the absence of any facial muscle activation (Benitez-Quiroz et al., 2018).

Nakajima et al. conducted 2AFC experiments for expression identification using reddish, bluish, and

natural colored facial stimuli that morphed from anger to fear(Nakajima et al., 2017). The results

indicated that reddish facial stimuli had lower thresholds of anger recognition than natural and bluish

facial stimuli, and that facial color played an important role in facial expression recognition.However,

these reports have been limited to psychological experimental methods such as questionnaires and

psychophysical experiments, and there have been few neuroscientific approaches by measuring physio-

logical responses. Therefore, it is still unclear what processing mechanism influences facial expression

recognition.

In this study, we focused on the pupil diameter, which reflects human emotional states, as a method
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to measure the cognitive mechanism during facial expression judgment. The pupil is known to regulate

the amount of light taken into the eye and also reflects mental activity (Hess and James, 1960, 1964).

Bradley et al. a larger pupillary response when viewing emotional images than when viewing neutral

images (Bradley et al., 2008). Nuske also reported different pupillary responses between fearful and

neutral facial stimuli (Nuske et al., 2014a,b). Pupillometry is expected to be applied to various

engineering applications as a non-contact physiological indicator, and in the future, it is expected to

be used as a tool to assist human communication simply by measuring pupils without contact (Bradley

et al., 2017). In addition, we focused on a previous study (Yip and Sinha, 2002) that showed that the

addition of color to a face stimulus with less blurred shape information facilitates person identification.

In this study, we aimed to clarify whether facial color information contributes to emotional state

judgments in blurred facial stimuli and the mechanism of facial expression recognition in such stimuli.

Nakajima et al. showed that angry faces with reddish-colored enhanced anger recognition (Nakajima

et al., 2017). Therefore, we investigate the cognitive mechanism of the facial color effects on the

discrimination of facial expressions based on the subjective responses when presented with facial

stimuli that combine facial expressions (angry and neutral), facial color (natural-colored and reddish-

colored), and level of blurring, as well as the pupillary response by measurement of eye movement.

2.2 Materials and methods

Participants

Ten students (8 males; mean age = 22.1 years; range = 21 - 23 years) participated in this experiment.

All participants were students at the Toyohashi University of Technology. All participants had normal

or corrected-to-normal vision based on self-reports. The experiment was performed in accordance

with the Declaration of Helsinki, and all participants provided written informed consent before the

experiment. The experimental procedure was approved by the Committee for Human Research at the

Toyohashi University of Technology.

Stimuli

The experimental stimuli consisted of 12 conditions (see Fig. 2.1) that combine facial expressions

(anger, neutral), and facial color (reddish-colored and natural-colored), with blur (no blur, low blur,

high blur). The facial stimuli were used angry and neutral facial images from 48 face images (24 males

and 24 females) licensed from Max Planck Insitute for Human Development (Ebner et al., 2010).

Following Nakajima et al.’s experimental procedure, We created the following two facial color images

by manipulating the CIE Lab a* values (green-red component) of the skin region of all face images

(Nakajima et al., 2017).

1. Reddish-colored faces （a∗ + 12 from original images）

2. Natural-colored faces （original images）
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Blur
ReddishNatural

Anger

Neutral

No Low High No Low High

Figure 2.1: Example of the experimental stimuli

In addition, we applied Gaussian blur to all face images using MATLAB 2014b from MathWorks.

We created blur images for the following three conditions by manipulating σ and radius. The size of

all stimuli was 309 × 386 pixels (8.0 × 10.0 degrees of visual angle).

1. No Blur （Original images）

2. Low Blur （σ = 20，radius = 40）

3. High Blur （σ = 20，radius = 60）

Procedure

In the experiment, after participants received an explanation of the experimental procedure, they

signed an informed consent form. Participants were then seated in comfortable chairs with their chins

fixed at a viewing distance of 60 cm, in a shielded dark room. Visual stimuli were displayed on a

calibrated 24-inch LCD monitor (ViewPixx3D, VPixx Technologies, 1920 × 1080 pixels, FrameRate

120Hz). The experiment was developed in Windows 10 and executed in MATLAB 2014b (MathWork

Inc.) using Psychtoolbox 3 (Brainard, 1997).

For the experimental stimuli, 24 stimuli were prepared for each gender in 12 conditions of facial

expression, facial color, and blur (in total 48 images for each face condition). In the experiment, 12
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Figure 2.2: Experimental procedure

stimuli per condition were presented in random order per session (144 trials per session). A total of four

sessions were repeated with ample rest between sessions. Each trial began with a 500 ms presentation

of the fixation point and then the face stimulus was presented for 3,000 ms. The participants were

taught to identify facial expressions (angry or neutral) of the face stimuli presented by the 2AFC task

as quickly as possible with a mouse button response. After the participants responded and clicked

the mouse again, a blank was presented for 500 ms and the next trial began. Fig. 2.2 shows the

experimental procedure.

Pupillometry

Pupil diameter and eye movement during the presentation of the fixation point and face stimulus

were recorded (in total 3,500 ms) using an eye-tracking system (Eyelink 1000, SR Research), at the

sampling rate of 500 Hz. The eye-tracking system was desk mounted and used infrared video-based

tracking technology. The movement of the participant’s left eye was recorded using an infrared video

camera at the resolution of up to 0.1◦. A 9-point calibration and validation were performed before

the start of each block to ensure that the participant’s eyes were correctly tracked by the eye-tracking

system. Participants were also instructed not to blink as much as possible during the eye movement

measurements from the presentation of the fixation point to the stimulus presentation.

Data analysis

Behavioral data

We calculated the percentage of correct responses for the participants’ responses, which indicates how

well the participants could identify the facial expressions in all 12 conditions. We also defined the
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effectiveness ratio of facial color as the percentage of increase or decrease in the accuracy for the

reddish-colored condition from the natural-colored condition in each expression and blur condition

(see Equation 2.1).

Effectiveness ratio of facial color[%] =

(
Accuracy for reddish− colored faces

Accuracy for natural − colored faces
− 1

)
× 100

(2.1)

Pupillary data

The pupil diameters measured on each trial were analyzed only trials which participant’s identifications

of facial expressions were correctly discriminated. In addition, we eliminated trials for the analysis in

which the pupil diameter was not measured correctly due to blinking or other factors in each trial by

visual selection. The pupillary responses were normalized on a trial-by-trial because pupil diameters

varied across participants and are difficult for comparison.

Specifically, we defined Pupil dilation which noramalized by the baseline which is mean pupil

diameter during the last 200 ms of the presentation of fixation point (see Equation 2.2), according to

the analysis method of Wierda et al. (Wierda et al., 2012).

Pupil dilation =
Pupil diameter during stimulus presentation

Mean baseline pupil diameter
− 1 (2.2)

The peak value of pupillary response (ratio of maximum constriction) was calculated on a trial-by-

trial basis for pupil diameters normalized by Equation 2.2. We defined the change ratio in the peak

value of the facial expression as the percentage change in the peak value of the anger condition from

the neutral condition in each facial color and blur condition (see Equation 2.3).

change ratio in peak value of expression[%] =

(
peak values for anger faces

peak values for neutralr faces
− 1

)
×100 (2.3)

Statistical analysis

Two-way ANOVAs were performed using effectiveness ratio of facial color in each facial expression

condition (anger and neutral) and the blur conditions (no blur, low blur, and high blur) as factors.

In addition, another two-way ANOVAs were performed using the chage ratio in the peak value of

the facial expression in each facial color condition (natural-colored and reddish-colored) and the blur

conditions (no blur, low blur, and high blur) as factors. The level of statistical significance was set at

p < 0.05 for all analyses. The pairwise comparisons for the main effects were corrected for multiple

comparisons using the Ryan method. Effect sizes (η2) were determined for the ANOVA.
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2.3 Results

Behavioral data

Fig. 2.3 showed the accuracy rates for facial expression identification in all face stimulus conditions.

Three-way ANOVAs (facial expression, color, and blur condition) revealed that the significantly main

effect of the blur condition (F (2, 18) = 98.912; p < 0.001; η2 = 0.380) Multiple comparisons of the

main effect of the blur condition revealed that significant differences between no blur and low blur

(p < 0.100), no blur and high blur (p < 0.001), and low blur and high blur (p < 0.05), respectively.

Figure 2.3: Accuracy rates for facial expression identification

Error bars show standard error of the mean across the participants. Asterisks indicate a significant difference based on

multiple comparisons for the main effect of blur condition; + p < 0.10, * p < 0.05, **** p < 0.001.
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Fig. 2.4 showed the effectiveness ratio of facial color in each facial expression and blur condition.

Two-way ANOVAs (facial expression, and blur condition) revealed that the significantly interaction

between the facial expression condition and the blur condition (F (2, 18) = 6.612; p < 0.01; η2 =

0.100). We observed simple main effect of the blur condition on the angry faces (F (2, 36) = 6.612; p <

0.01; η2 = 0.100). Further analyses revealed that the effectiveness ratio of facial color for the anger

faces was significantly greater for the high blur faces than that for the no blur faces and low blur faces

(p < 0.001, p < 0.05, for the no blur and low blur faces, respectively). The effectiveness ratio of facial

color for angry faces was also a trend towards significantly greater for low blur faces than for the no

blur faces (p < 0.10). However, we did not find significant simple main effect of the blur condition

on the neutral faces (F (2, 36) = 0.974; p > 0.05; η2 = 0.010). As a result, we confirmed that the

effectiveness ratio of facial color for only angry faces increased significantly as the blur level increased.

Pupillary data

Fig. 2.5 showed the peak values of pupillary responses (ratio of maximum constriction) in all face

stimulus conditions. Three-way ANOVAs (facial expression, color, and blur condition) revealed that

the significantly interaction between the facial expression condition and the blur condition (F (2, 18) =

4.461; p < 0.05; η2 = 0.08). We observed simple main effect of the facial expression condition on the no

blur faces (F (1, 27) = 9.337; p < 0.01; η2 = 0.070). However, we did not find significant simple main

effect of the facial expression condition on the low blur faces (F (1, 27) = 9.337; p < 0.01; η2 = 0.07)

and high blur faces (F (1, 27) = 0.007; p > 0.05; η2 < 0.001). As a result, we confirmed that the peak

values of pupillary reponses for only no blur faces showed the differences between facial expression

conditions.

Fig. 2.6 showed the change ratio in the peak value of the facial expression in each facial color and

blur condition. Two-way ANOVAs (facial color, and blur condition) revealed that the significantly

interaction between the facial color condition and the blur condition (F (2, 18) = 3.715; p < 0.05; η2 =

0.060). Further analyses revealed no significant simple main effect of facial color condition on no blur

faces (1, 27) = 0.795; p > 0.05; η2 = 0.010). However, we found significantly simple main effect of

facial color condition on low blur faces (1, 27) = 3.447; p < 0.10; η2 = 0.003, a trend towards signif-

icance), and high blur faces (1, 27) = 6.818; p < 0.05; η2 = 0.06). In addition, we found significant

simple main effect of the blur condition on natural-colored faces (2, 36) = 7.734; p < 0.005; η2 = 0.18).

Multiple comparisons of the simple main effect of the blur condition on natural-colored faces revealed

that significant differences between no blur and high blur (p < 0.001), low blur and high blur (p < 0.01).

As a results, in the reddish-colored condition, the difference between the facial expression conditions

was constant regardless of blur conditions, however, it increased significantly in the natural-colored

condition.
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Figure 2.4: Effectiveness ratio of facial color

Error bars show standard error of the mean across the participants. Asterisks indicate a significant difference based

on multiple comparisons for the simple main effect of blur condition on the angry faces; + p < 0.10, * p < 0.05, ****

p < 0.001.

2.4 Discussion

Contribution of facial color on expression identification task

Fig. 2.3 shows that the accuracy rate of the expression identification task decreased as the blurring

of the face stimuli became stronger. This is because the blurring of facial stimuli makes it difficult

to identify the edges of facial parts that are necessary for facial expression recognition.　 Fig. 2.4

shows that there was a non-significant effect of facial color on facial expression recognition in no blur

condition. A study by Kemp et al. reported that facial color had no effect on face recognition for face

stimuli with maximum shape information without blurring(Kemp et al., 1996). Thus, The reason why
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Figure 2.5: Peak values of pupillary responses (ratio of maximum constriction)

Error bars show standard error of the mean across the participants. Asterisks indicate a significant difference based on

multiple comparisons for the simple main effect of facial color condition on no blur faces; ** p < 0.01.

facial color in no blur condition did not affect expression recognition in the expression identification

task in this study is that the shape information of the face stimulus was the largest and therefore did

not require facial color information. The reason why facial color in no blur condition did not affect

expression recognition in the expression identification task in this study is that the shape information

of the face stimulus was the largest and therefore did not require facial color information to identify

the expression.

In the results of the effectiveness ratio of facial color, the simple main effect of blur condition on

the angry faces was observed, which suggested the effect of reddish-colored on expression recognition

significantly increased as the level of blur increased. This is similar to the results of the experiment

about person identification in blur faces reported by Yip et al. because as the shape information is
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Figure 2.6: Change ratio in the peak value of the facial expression

Error bars show standard error of the mean across the participants. Asterisks indicate a significant difference based on

multiple comparisons for the simple main effect of facial color condition of blur conditions; + p < 0.10, * p < 0.05.

missing, the information required for expression recognition decreases, and the contribution of facial

color information on facial expression recognition increases accordingly (Yip and Sinha, 2002). In

addition, the study by Nakajima et al. showed that when the emotional information from facial

expressions was lacking, reddish skin color had a strong effect on anger perception as a supplement

to the lack of emotional information from facial expressions (Nakajima et al., 2017). Similarly, in

this study, the facial color effect supplementing the lack of emotional information due to the deficit of

shape information by blurring was found in the expression identification task. If we assume that the
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facial color effect on expression recognition increases with the loss of shape information, a question

arises as to whether neutral expressions may be perceived as angry by the red color. However, there

was no simple main effect of the blur condition on the neutral faces, and the ratio that misperceived

neutral face as anger did not increase significantly as the blur increased. Therefore, It is unlikely

that facial expression identification in response to blurred facial stimuli are purely dependent on facial

color, and the facial color effect may be only active when certain facial expressions are combined with

certain facial color (e.g. angry faces with reddish-colored).

Contribution of facial color on expression recognition in terms of pupillary re-
sponses

A study by Nuske et al. showed that the peak values of the pupil constriction when viewing facial

stimuli differs according to facial expressions, suggesting that emotional responses to facial expressions

are reflected in ppupillary responses(Nuske et al., 2014b). Fig. 2.5 shows that, as in previous studies,

the difference between angry and neutral faces was revealed in the peak values of pupil constrictions

for the unblurred face stimulus. Henderson et al. showed that the pupillary response immediately after

the presentation of an emotional image had a smaller peak value (initial light-reflection component)

than that of a neutral image (Henderson et al., 2014). In the present study also, the peak values of

pupil constriction to the emotional expression of anger were smaller than that of the neutral condition,

suggesting that the pupillary response reflects the difference in the facial expression of the perceived

facial stimulus. However, as the level of blur became stronger, the differences in pupillary responses

between the facial expressions disappeared. This is similar to the behavioral results described above,

and it is thought that the blurring of facial parts, which is necessary for expression recognition, made

it difficult to distinguish the edges of facial parts, and this is the reason why there was no difference

between facial expressions in pupillary response as a physiological index.

In Fig. 2.6, there was no significant simple main effect of facial color on no blur faces in the change

ratio in the peak value of the facial expression. This result is thought to be due to the pupillary

responses reflect the results of facial expression identification, which did not require information on

facial color because the shape information of the face stimulus was the largest, same as the behavioral

results. In the natural color condition, the change ratio in the peak value of the facial expression

increased with the level of blurring, whereas the change ratio in the peak value of the facial expression

in the reddish-colored condition was almost constant regardless of the blur condition. We assumed

that the change ratio in the peak value of the facial expression in the no blurred condition, in which

there were no difference responses between natural-colored and reddish-colored, is the value that is

most distinguishable between the expressions (see Fig. 2.6). In this case, it is thought that in the

natural-colored condition, the expressions were not able to identify as the level of blur increased, while

in the red condition, the value of the change ratio in the peak value of the facial expression was almost

constant, so that the expressions were able to distinguish in the same way as no blur faces. The results

of the pupillary responses in Fig. 2.6 support the results of the facial expression identification task as
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a behavioral indicator, and they reflect the influence of facial expression identification when affected

by the facial color.

Conclusion and Future work

In summary, the present study indicates that facial color may accentuate certain features of facial

expressions (e.g., anger with reddish, sad with bluish, etc.) as a mechanism of facial expression

recognition in influencing facial expression identifications.　 However, in this present study, we used

facial stimuli with different facial skin color tones, although the physical luminance of all stimuli

was consistent. It is known that the pupillary response reflects not only physical luminance but

also subjective brightness (Laeng and Endestad, 2012). As with this previous study, the results of

the pupillary responses obtained in the present study might be influenced by the color tone of the

stimulus in addition to the cognitive factors of facial expression recognition. Therefore, as future

work, it is necessary to measure pupillary responses using color patches to extract the effect of facial

color on the pupillary response, taking into account the influence of color tone. In addition, because

the number of participants in this experiment was small (ten participants), we could not find any

significant differences in the time-averaged values of pupillary response, which are more common than

the peak amplitude, as an index of pupil response. For future work, we need to add more data and

conduct statistical tests using general index of the pupillary responses.

We used static face images as the experimental stimuli, not video clips to consider the effect of

brightness change. However, in a recent study about pupillometry, there is a technique for estimating

pupillary responses for only cognitive factors considering the changes in the brightness of a stimulus

(Watson and Yellott, 2012). Pupil response to dynamic stimuli (i.e., video clips) by applying this

method may be able to extract only from cognitive factors, taking into account brightness and color

tone. In the future, we expect to develop tools to assist in the smooth communication between humans

by measuring pupillary responses to dynamic facial stimuli.
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Emotional responses to pictures and
sounds

A similar version of this chapter will be submitted as:

Nakakoga, S., Higashi, H., Muramatsu, J., Nakauchi, S., & Minami, T. (2020). Asymmetrical

characteristics of emotional responses to pictures and sounds: Evidence from pupillometry. PLoS

ONE, 15(4), e0230775, DOI:10.1371/journal.pone.0230775

In daily life, our emotions are often elicited by a multimodal environment, mainly visual and

auditory stimuli. Therefore, it is crucial to investigate the symmetrical characteristics of emotional

responses to pictures and sounds. In this study, we aimed to elucidate the relationship of attentional

states to emotional unimodal stimuli (pictures or sounds) and emotional responses by measuring the

pupil diameter, which reflects the emotional arousal associated with increased sympathetic activity.

In experiment 1, we investigated the relationship of the attentional state with emotional visual stimuli

(International Affective Picture System) and emotional responses by using pupillometry. We set four

task conditions to modulate the attentional state (emotional task, no task, visual detection task,

and auditory detection task). We observed that the velocity of pupillary dilation was faster during

the presentation of emotionally arousing pictures compared to that of neutral ones, regardless of

the valence of the pictures. Importantly, this effect was not dependent on the task condition. In

experiment 2, we investigated the relationship of the attentional state with emotional auditory sounds

and emotional pupillary responses. We observed a trend towards a significant interaction between the

stimulus and the task conditions with regard to the velocity of pupillary dilation. In the emotional and

auditory detection tasks, the velocity of pupillary dilation was faster with positive and neutral sounds

than negative sounds. However, there were no significant differences between the no task and visual

detection task conditions. Taken together, the current data reveal that different pupillary responses

were elicited to emotional visual and auditory stimuli, at least in the point that there is no attentional

effect to emotional pupillary responses to visual stimuli, despite both experiments being sufficiently

23
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controlled to be of symmetrical experimental design.
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3.1 Introduction

Emotions have been extensively investigated in fields such as cognitive psychology and neuroscience.

Research on emotional processing has almost exclusively used a collection of emotional pictures known

as the International Affective Picture System (IAPS; Lang et al., 2008) and a collection of emotional

sounds known as the International Affective Digitized Sounds (IADS; Bradley and Lang, 2007) as the

stimulus material. However, an issue with past studies of emotion research is that they have typically

only investigated unimodal cues (Gerdes et al., 2014).

Most studies on audiovisual integration, such as the McGurk effect, have reported that the influ-

ence of visual stimuli in these interactions is dominant over that of auditory stimuli (McGurk and

John, 1976; Kitagawa and Ichihara, 2002). The fMRI study by Anders et al. revealed a higher differ-

ential activation in the amygdala during exposure to the emotional pictures from the IAPS compared

to the emotional sounds from the IADS (Anders et al., 2008). Another study suggested that dif-

ferential brain activation in response to the emotional pictures and sounds may not be due to the

differences in the emotional processing; rather, it may be due to methodological differences and differ-

ent stimulus characteristics (Gerdes et al., 2014). Although emotional responses to sounds are weaker

(Bradley and Lang, 2000) and occur later (Thierry and Roberts, 2007), the processing of emotional

sounds and pictures is comparable based on behavioral, physiological, and electrophysiological reac-

tions (Schupp et al., 2003; Czigler et al., 2007). However, it is not clear whether the characteristics

of emotional responses to pictures and sounds are symmetric in every situation. To assess this, the

present study investigated the relationship of attentional states to emotional unimodal stimuli (pic-

tures or sounds) based on the hypothesis that emotional pupillary responses elicited by pictures and

sounds are asymmetric. The subjective evaluation methods of emotional stimuli, including the Self-

Assessment Manikin (SAM; Lang, 1980), which is a method for the subjective rating of the dimensions

of valence and arousal, do not reflect the emotional state when paying attention to emotional stimuli

(pictures or sounds), because it is conducted following a stimulus presentation. Therefore, in the

present study, we measured the pupil diameter, which reflects the emotional arousal associated with

increased sympathetic activity, as a physiological indicator to record the emotional state during the

stimulus presentation.

Pupil dilation is controlled by the level of activation of the locus coeruleus (LC), which has an

important role in cognitive function and arousal (Aston-jones and Cohen, 2005; Benarroch, 2009).

Therefore, a pupillary response is considered a physiological indicator of mental activity (Hess and

James, 1960, 1964; Beatty and Lucero-Wagoner, 2000). Studies on the association between pupillary

changes and emotional responses have reported that pupil diameter was dilated as a results of increase

in arousal following presentation of an emotional stimuli such as the IAPS pictures and the IADS

sounds (Partala and Surakka, 2003; Bradley et al., 2008; Kashihara et al., 2014; Henderson et al.,

2014; Bradley and Lang, 2015; Snowden et al., 2016; Finke et al., 2017; Kinner et al., 2017). Snowden

et al. reported that pupil dilation in response to emotional pictures was not affected by actively
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naming the emotion of the stimuli compared to passive viewing (Snowden et al., 2016). In the study

by Kinner et al, pupillary responses were measured while participants controlled their emotional states

with cognitive emotion regulation (e.g., reappraisal, distraction) during the presentation of the IAPS

pictures. When participants performed emotion regulation, pupil dilation was decreased compared

to the passive viewing of the negative pictures. This suggested that pupillary response could be an

indication of the success or failure of the emotion regulation (Kinner et al., 2017).

This study investigated the relationship of attentional states with emotional unimodal stimuli

(pictures or sounds) using pupillometry in two experiments. Typical examples of the distraction

task during a presentation of emotional stimuli are continuous target counting task by Schupp et al.

(Schupp et al., 2007, 2008). However, these tasks are not suitable for pupillometry, which is sensitive

to the change of brightness and requires an appropriate interval between trials. Thus, in addition to

the 2 tasks in Snowden’s experiment (emotional task, no task), we added two new tasks to capture

visual or auditory attention (visual detection task, and auditory detection task). In these tasks, a

visual or auditory target (a dot or beep sound) was presented in random trials. However, the trials in

which the target appears in these tasks cannot be compared with other tasks due to the difference in

screen brightness or sound frequency. Accordingly, we attempted to control and equalize attentional

states in all task conditions by analyzing the pupillary response of the trials without the target. In

addition, the stimulus conditions of each emotional stimulus in this study were categorized based on

subjective evaluation in each participants because objective and subjective assessments of the IAPS

and IADS are not always consistent, and there is an individual difference (Cuthbert et al., 1996; Aluja

et al., 2015). Our hypothesis is that the emotional pupillary responses to both the images and the

sounds stimuli might be suppressed when attention was paid to the target stimuli of the same modality

as to emotional stimuli. Although there is evidence for this emotional suppression effect for vision

(Schupp et al., 2007), it is still not completely understood whether the same effects occur for audition.

Therefore, we investigated whether emotional pupillary responses to visual and auditory stimuli had

symmetrical properties by comparing the pupillary response depending on the emotional state in each

task condition.

3.2 Materials and methods

Participants

Twenty-six healthy participants (10 females) participated in Experiment 1 (mean age = 22.88 years,

S.D = 2.65), and 24 healthy participants (8 females) participated in Experiment 2 (mean age = 22.00

years, S.D. = 1.53). Six of the 24 participants from Experiment 2 also participated in Experiment

1 approximately 1 month before Experiment 2. They were recruited through e-mail by us. Their

performance did not differ from the other participants. All participants are students or staff in

Toyohashi University of Technology. They had normal or corrected-to-normal vision, normal hearing

based on self-reports and they were not informed of the purpose of the study. Two participants from
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Experiment 1 were excluded from the analyses due to artifacts such as eye blinks and missing data. A

power analysis using G*Power software (G*power 3.1; Faul et al., 2007) indicated that a sample size

of 24 would achieve 80% power for a repeated measures design, given a medium effect size (f = 0.25)

and α = 0.05. All participants provided written informed consent. The experimental procedure

received approval from the Committee for Human Research at Toyohashi University of Technology.

The experiments were conducted strictly in accordance with the approved guidelines of the committee.

Stimuli

For Experiment 1, pictures were selected from the IAPS based on the normative ratings (Lang et

al., 2008). Sets of 20 positive pictures (valence: mean = 7.29, S.D. = 0.40; arousal: mean = 6.20,

S.D. = 0.84), 20 negative pictures (valence: mean = 2.77, S.D. = 0.57; arousal: mean = 6.20, S.D.

= 0.55), and 20 neutral pictures (valence: mean = 5.06, S.D. = 0.26; arousal: mean = 4.24, S.D. =

0.98) were created (see Fig. 3.1). All pictures were in landscape orientation (19.0 × 14.3 degrees of

visual angle) and were displayed in grayscale. Mean luminance of the selected pictures was matched

using the MATLAB R2016a (MathWork Inc.) SHINE toolbox (Willenbockel et al., 2010). In order

to match the level of luminance prior to the picture onset, the luminance of the gray background was

controlled with the mean luminance computed across all pictures.

For Experiment 2, sounds were selected from the IADS based on the normative ratings (Bradley

and Lang, 2007). Sets of 20 positive sounds (valence: mean = 7.22, S.D. = 0.55; arousal: mean =

6.30, S.D. = 0.85), 20 negative sounds (valence: mean = 2.80, S.D. = 0.45; arousal: mean = 6.28,

S.D. = 0.63), and 20 neutral sounds (valence: mean = 4.99, S.D. = 0.40; arousal: mean = 4.32, S.D.

= 0.61) were created (see Fig. 3.2). The stimuli were selected for comparable valence and arousal

ratings between pleasant and unpleasant stimuli and between Experiment 1 and Experiment 2. All

sounds were normalized for peak amplitude to standardize their loudness. In order to match the level

of luminance between Experiment 1 and 2, the luminance of the gray background was controlled with

the mean luminance computed across all pictures in Experiment 1.

Procedure

Experiment 1 and Experiment 2 were conducted separately and on different days. In both experiments,

after participants received an explanation of the experimental procedure, they signed an informed

consent form. Participants were then seated in comfortable chairs with their chins fixed at a viewing

distance of 60 cm, in a shielded dark room. Visual stimuli were displayed on a calibrated 24-inch LCD

monitor (ViewPixx3D, VPixx Technologies). Auditory stimuli were presented through headphones

(SoundTrue around-ear headphones, BOSE). All experiments were developed in Windows 10 and

executed in MATLAB 2014b (MathWork Inc.) using Psychtoolbox 3 (Brainard, 1997).

　 Experiment 1. Fig. 3.3a shows the protocol for Experiment 1. The experiment consisted of

60 IAPS pictures and was conducted over four blocks. In these four blocks, the 60 stimuli were
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Figure 3.1: Rating scores of the IAPS pictures in Experiment 1

identical, and each stimulus was presented only once within each block in random order. In each

trial, a fixation point was presented for 1,000 ms prior to the presentation of the stimulus. Each

IAPS picture was presented for 6,000 ms. The participants were instructed to fixate on a central

point during the presentation of the fixation point and stimulus. They responded to the task in

each block by pressing a key after stimulus presentation. The tasks in each block differed as follows:

(1) Emotional task: the subjective emotional evaluation of presented pictures (positive, negative, or

neutral); (2) No task: only pressing the key as a control condition; (3) Visual task: the visual detection

of a dot, which was added to the IAPS picture during stimulus presentation at random (appearance

or no appearance); (4) Auditory task: the auditory detection of a beep sound, which was emitted

during stimulus presentation through a set of headphones at random (appearance or no appearance).

In the visual task block, the target dot in random trials was added to a picture for 100 ms at random

intervals during the stimulus presentation (somewhere between 1,000 ms and 4,500 ms after stimulus

presentation). The target dot was a circle of 3 pixels radius, and it was superimposed at a random

position onto the IAPS pictures. In the auditory task block, the target beep sound in random trials

was presented for 300 ms at random intervals during stimulus presentation (somewhere between 1,000

ms and 4,500 ms after stimulus presentation). The presentation of the target dot or beep sound

accounted for 20% of all trials in each block. However, these trials could not be analyzed for pupillary
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Figure 3.2: Rating scores of the IADS sounds in Experiment 1

response because of differences in experimental conditions compared to the other trials. Therefore, the

number of trials in the visual and auditory tasks was 75, in order to equalize the number of analyzable

trials in all task conditions. In order to equalize the accuracies of visual and auditory tasks at 75%

in the preliminary experiment, the target dot (area and color) and target beep sound (frequency and

volume) were modulated. Participants had a maximum of 5,000 ms to respond, after which the next

trial started automatically. Participants rested for at least 5 min between each block. The order of

the tasks was counterbalanced across the participants.

　 Experiment 2. Fig. 3.3b shows the protocol for Experiment 2. The experiment consisted of 60

IADS sounds and was conducted over four blocks. The presentation times, participants’ tasks, and

the number of trials in Experiment 2 were identical to those in Experiment 1. However, instead of

the IAPS pictures in Experiment 1, IADS sounds were presented as stimuli. In the visual task block,

the target dot was a circle of 3 pixels radius, and it was presented at a random position within the

same range as Experiment 1. In the auditory task block, the target beep sound was synthesized as

part of the IADS sound. In order to equalize the accuracies of the visual and auditory tasks at 75% in

a preliminary experiment, the target dot (area and color) and the target beep sound (frequency and

volume) were modulated with different parameters to those in Experiment 1 as the IADS sounds were

presented instead of the IAPS pictures.
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Figure 3.3: Experimental procedure

(a) Protocol for Experiment 1. In each trial, the fixation point was presented for 1,000 ms. The IAPS picture was then

presented for 6,000 ms. Each trial was separated by a response period and an inter-stimulus interval (ISI) of 5,000 ms in

total. Participants responded to the task in each block following the stimulus presentation using the keypad. (b) Protocol

for Experiment 2. The paradigm (presentation times, participants’ tasks, and the number of trials) was identical with

that in Experiment 1. However, IADS sounds and not IAPS pictures were used.

Pupillometry

Pupil diameter and eye movement during the presentation of the fixation point and stimulus were

recorded using an eye-tracking system (Eyelink 1000, SR Research), at the sampling rate of 500 Hz.

The eye-tracking system was desk mounted and used infrared video-based tracking technology. The

movement of the participant’s left eye was recorded using an infrared video camera at the resolution

of up to 0.1◦. A 9-point calibration and validation were performed before the start of each block to

ensure that the participant’s eyes were correctly tracked by the eye-tracking system.
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Data analysis

Behavioral data

The rates at which participants’ responses to the stimuli in the emotional task matched the valence

of the stimuli. They were computed for both experiments and analyzed with a one-way repeated-

measures analysis of variance (ANOVA) for each stimulus condition (positive, negative, and neutral)

as factors. The level of statistical significance was set at p < 0.05 for all analyses. Pairwise comparisons

for the main effects were corrected for multiple comparisons using the Bonferroni method. Effect sizes

(partial η2) were determined for the ANOVA. In addition, the detection rates of the target dots or

beep sounds for visual or auditory tasks were computed, and a paired t-test was used to compare the

detection rates between visual and auditory tasks in each experiment.

Pupillary data

The pupillary data were prepared and analyzed using MATLAB 2017b (MathWork Inc.). The trials

in which the target dot or beep sound appeared in the visual or auditory tasks were rejected from the

pupillary data analysis. In both experiments, some erotic images and sounds were included in positive

stimuli. Several studies have shown gender differences in emotional responses to erotic images (Wrase

et al., 2003; Sebatinelli et al., 2004). In fact, the results of emotion classification in the emotional

task indicated that there were many erotic stimuli that the male participants responded to positively,

whereas the female participants responded negatively rather than positively. Therefore, pupillary

data in each trial was classified into three conditions (positive, negative, and neutral) according to

the participants’ responses in an emotional task rather than the value of the emotional valence based

on the normative ratings in IAPS and IADS. Due to this classification method, the trials analyzed

for pupillary response in each emotion condition were in the range of 10 to 40. The eye blinks were

interpolated using cubic-spline interpolation (Mathôt et al., 2018). The trials containing artifacts were

removed using the principal component analysis (PCA) and the peak change of the velocity of the

pupil response.

The PCA was performed to reject the trials including potential contaminant using all pupillary

time course data in each experiment as the input data. The threshold for detection of the peak change

of the velocity was defined based on Mathôt et al.’s research (Mathôt et al., 2018). It was used to

reject the trials which were not interpolated the eye blinks and the loss for a sustained period by

cubic-spline interpolation. Based on these methods for artifact removal, 4.36 trials in Experiment 1

and 3.83 trials in Experiment 2 for each condition, on average, were excluded from the analysis. Two

participants from Experiment 1 were excluded because all trials in one of the experimental conditions

(20 trials) or more than 75% of one of the task conditions (60 trials) were rejected due to artifacts.

After the artifact removals, the pupillary data for the analyses in each emotion condition were in the

range of 9 to 39.

In the time course analysis, each trial data was down-sampled to 50 Hz and subsequently each
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data point ± four sampling points were smoothed. Next, the pupillary area data were converted to

diameter data in accordance with the method proposed by Hayes and Petrov (2016) because the pupil

size was generated by the device in arbitrary units (Hayes and Petrov, 2016). The baseline pupil

size was computed as an average of the data collected prior to the stimulus onset (picture or sound

presentation), from -200 ms to 0 ms (presentation onset). The baseline-corrected average pupil sizes

for the presentation period of 0 ms to 5,800 ms in both experiments were compared to each condition

(Suzuki et al., 2018).

The pupillary dilator muscles (radial) reflect the activity of the locus ceruleus (LC), which contaiens

a large amount of noradrenaline (Aston-jones and Cohen, 2005). Therefore, the velocity of pupil

dilation is the best index to extract the pure activity of the pupillary dilator muscle. In this study,

a gradient value for pupil dilation after stimulus presentation was used as a physiological index of

emotional response. Based on Kinner’s research, a gradient in Experiment 1 was calculated between

the minimum pupil diameter (between 0 and 1,000 ms after the picture onset) and maximum pupil

diameter (between 1,000 and 2,000 ms after the picture onset) (Kinner et al., 2017). Similarly, a

gradient in Experiment 2 was calculated between the maximum pupil diameter (between 0 and 1,000

ms after the sound onset) and maximum pupil diameter (between 1,000 and 2,000 ms after the sound

onset). Pupillary responses in Experiment 1 constricted from the picture presentation due to the light

reflex, whereas pupillary responses in Experiment 2 dilated due to the sound stimuli and no change

in the screen. The gradient values were used as physiological indexes in this study (see Fig. 3.4 and

Fig. 3.5). They were computed and analyzed using a repeated measures ANOVA for each stimulus

condition (positive, negative, and neutral).

Statistical analysis

Two-way ANOVAs were performed using the pupillary gradient and behavioral reponses in each

stimulus condition (positive, negative, and neutral) and the task conditions (emotional task, no task,

visual task, and auditory task) as factors. The level of statistical significance was set at p < 0.05 for

all analyses. The pairwise comparisons for the main effects were corrected for multiple comparisons

using the MSRB (Modified Sequentially Rejective Bonferroni) procedure (Seaman et al., 1991). Effect

sizes (partial η2) were determined for the ANOVA.

3.3 Results

Behavioral data

Fig. 3.6 a shows the rates at which participants’ responses to the pictures and sounds in the emotional

task of Experiment 1 and 2 matches the valence of the pictures and sounds. ANOVA revealed no main

effect of the stimulus condition in Experiment 1 (F (2, 46) = 1.158; p = 0.323; partial η2 = 0.048).

In addition, we analyzed these rates with a Bayesian repeated measures ANOVA using the statistical
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Figure 3.4: How to calculate gradient values in Experiment 1

A gradient in Experiment 1 was calculated between the minimum pupil diameter (between 0 and 1,000 ms after the

picture onset) and maximum pupil diameter (between 1,000 and 2,000 ms after the picture onset) (Kinner et al., 2017).

software JASP (httos://jasp-stats.org/). We concluded that there is no main effect of the stimulus

condition in Experiment 1. We found a BF10 smaller than 0.33 in the main effect of the stimulus

(BF10 = 0.323). Thus, we have evidence in support of the null hypothesis (Dienes, 2014) that there

is no main effect of the stimulus. These results indicate that participants’ emotions elicited by IAPS

pictures in Experiment 1 were impartial. On the other hand, there is a significant main effect of the

stimulus condition in Experiment 2 (F (2, 46) = 7.923; p = 0.001; partial η2 = 0.256;BF10 = 64.401).

Planned comparisons revealed that the rate at which responses matched the valence of the negative

sounds was significantly higher than that for the neutral sounds (p = 0.003) and showed the trend to be

significantly higher than that for the positive sounds, although it did not reach statistical significance

(p = 0.061). Moreover, the rate at which responses matched the valence of the positive sounds was

significantly higher than that for the neutral sounds (p = 0.048). These results indicate that negative

emotions, rather than positive or neutral emotions, were most strongly elicited by the IADS sounds

in Experiment 2.

Fig. 3.6 b shows the detection rates of the target dot and beep sound for the visual and auditory

tasks in both experiments. T-tests revealed no significant differences for task conditions in both

experiments (Experiment 1: p = 0.940, Experiment 2: p = 0.637). In addition, we analyzed these

rates with Bayesian paired sample t-tests. Bayesian t-tests showed moderate evidences for the null
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Figure 3.5: How to calculate gradient values in Experiment 2

A gradient in Experiment 2 was calculated between the maximum pupil diameter (between 0 and 1,000 ms after the

sound onset) and maximum pupil diameter (between 1,000 and 2,000 ms after the sound onset)

hypothesis that there is no difference in the detection rates between visual and auditory tasks in both

experiments (Experiment 1: BF10 = 0.215, Experiment 2: BF10 = 0.238). These results indicate that

the difficulties of the visual and auditory tasks in both experiments did not differ.

Pupillary data

Fig. 3.7 and 3.8 show the grand-average time course of changes in the pupil dilation during stimulus

presentation (6,000 ms) in each task condition for Experiment 1 and 2. Fig. 3.9 a shows the gradient

values of the pupillary response to the IAPS pictures for each condition in Experiment 1. ANOVAs

revealed a significant main effect of the stimulus condition (F (2, 46) = 10.660; p < 0.001; partial η2 =

0.317;BF10 = 2.170×103). The planned comparisons revealed that the gradient values for the negative

and positive pictures were significantly greater than those for the neutral pictures (p = 0.002 and p =

0.002 for negative and positive pictures, respectively). However, the comparison between the positive

and negative pictures revealed no significant difference (p = 0.735).

A significant main effect of the task condition was observed for the gradient values (F (3, 69) =

15.304; p < 0.001; partial η2 = 0.400;BF10 = 4.804 × 1012). The planned comparisons revealed

that the gradient value for the emotional task was significantly greater than that for the no task,

the visual task, and the auditory task (p = 0.001, p = 0.001, p < 0.001, respectively). However,
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Figure 3.6: Behavioral results

(a) Mean rates at which the participants’ responses to the pictures and sounds in the emotional task matched the valence

of the pictures and sounds in Experiment 1 and 2. (b) Detection rates of the target dot and beep sound for the visual

task and the auditory task, respectively, in both experiments. The error bars indicate the standard error of the mean

across the participants. Asterisks in (a) indicate a significant difference based on multiple comparisons for the main

effect of stimulus; * p < 0.05, ** p < 0.01.

there was no significant interaction effect between the stimulus condition and the task condition

(F (6, 138) = 1.562; p = 0.163; partial η2 = 0.064). In addition, we analyzed the gradient values

with a Bayesian repeated measures ANOVA. We found a BF10 smaller than 0.33 in the interaction

between emotion and task (BF10 = 0.031). Thus, we have evidence in support of the null hypothesis

that there is no interaction between emotion and task. These results indicate that the positive and

negative pictures triggered faster pupil dilation compared to that for the neutral pictures in all task

conditions.

Fig. 3.9 b shows the gradient values of the pupillary response to the IADS sounds for each condition

in Experiment 2. ANOVA revealed a significant main effect of the stimulus condition, although Bayes

factors was providing weak evidence against this effect (F (2, 46) = 5.595; p = 0.007; partial η2 =

0.196;BF10 = 0.465). The planned comparisons revealed that the gradient values for the negative

sounds were significantly greater than those for the positive and neutral sounds (p = 0.017, p = 0.017,

respectively). However, there was no significant difference between the positive and neutral sounds

(p = 0.673).

A significant main effect of the task condition was observed for the gradient values (F (3, 69) =

4.990; p = 0.003; partial η2 = 0.178;BF10 = 3.760 × 103). The planned comparisons revealed that

the gradient value for the emotional task was significantly greater than that for the no task and the
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Figure 3.7: Grand-averaged time course of pupillary responses in Exeperiment 1

The grand-averaged time course of pupillary responses to the IAPS pictures (positive, negative, and neutral) in the

task conditions during the stimulus presentation in Experiment 1. The horizontal axis indicates the time (s), while the

vertical axis indicates the grand-averaged change in pupil dilation from baseline (－ 200 ms to 0 ms).

visual task (p = 0.015 and p = 0.016 for the no task and the visual task, respectively). Moreover, the

gradient value for the auditory task was significantly greater than that for the no task (p = 0.015).

There was a trend towards a significant interaction between the stimulus condition and the task

condition, however, Bayes factors providing strong evidence against this interaction (F (6, 138) =

1.823; p = 0.099; partial η2 = 0.073; BF10 = 0.101). We observed simple main effects of the task

condition on the negative sounds (F (3, 69) = 6.653; p = 0.001; partial η2 = 0.224) and a trend for
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Figure 3.8: Grand-averaged time course of pupillary responses in Exeperiment 2

The grand-averaged time course of pupillary responses to the IADS sounds (positive, negative, and neutral) in the task

conditions during the stimulus presentation in Experiment 1. The horizontal axis indicates the time (s), while the vertical

axis indicates the grand-averaged change in pupil dilation from baseline (－ 200 ms to 0 ms).

the positive sounds (F (3, 69) = 2.458; p = 0.070; partial η2 = 0.097). Further analyses revealed

that the gradient value for the negative sounds was significantly greater for the emotional task than

that for the no task and the visual task (p = 0.007 and p = 0.002, for the no task and the visual

task, respectively). The gradient value for the negative sounds was also significantly greater for the

auditory task than that for the no task (p = 0.002). The gradient value for the positive sounds trended
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Figure 3.9: Velocity of pupil dilation

(a) Gradient values of the pupillary response to the IAPS pictures for each condition in Experiment 1. (b) Gradient

values of the pupillary response to the IADS sounds for each condition in Experiment 2. Error bars show standard error

of the mean across the participants. Asterisks in (b) indicate a significant difference based on multiple comparisons for

the interaction between the stimulus condition and the task condition; * p < 0.05, ** p < 0.01, *** p < 0.005.

towards being significantly greater for the emotional task than for the visual task (p = 0.074). We

observed simple main effects of the stimulus condition on the emotional task (F (2, 46) = 5.460; p =

0.008; partial η2 = 0.192) and the auditory task (F (2, 46) = 4.026; p = 0.025; partial η2 = 0.149).
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Further analyses revealed that the gradient value for the emotional task was significantly greater for

the negative sounds than that for the positive sounds and the neutral sounds (p = 0.048andp = 0.007,

respectively). The gradient value for the auditory task trended towards being significantly greater for

the negative sounds than for neutral and positive sounds (p = 0.053 and p = 0.053 for the neutral and

positive sounds, respectively). These results suggest that in the emotional and auditory tasks, the

negative sounds triggered a faster pupil dilation compared to that for the positive and neutral sounds.

In addition, three-way ANOVAs with repeated measures were performed using the pupillary gra-

dient in 3 emotion conditions and the 4 task conditions, as the within-subjects factor, and 2 modality

conditions (Vision vs. Audition) as the between-subjects factor. However, there was no signifi-

cant interaction effect between the stimulus condition, the task condition and modality condition

(F (5.33, 245.15) = 1.430; p = 0.221; partial η2 = 0.003; BF10 = 0.0345).



CHAPTER 3. EMOTIONAL RESPONSES TO PICTURES AND SOUNDS 40

3.4 Discussion

In the present study, we investigated the relationship of attentional states to emotional unimodal

stimuli (the IAPS pictures or the IADS sounds) and emotional responses using pupillometry in two

experiments. Results for the velocity of pupillary responses showed that the emotional responses to

visual stimuli were elicited regardless of the task (any attentional state), while the emotional responses

to auditory stimuli were elicited only when the participants attended to the auditory modality. Thus,

our results point to different properties of emotional pupillary responses for visual and auditory stimuli

at least in the point that there is no attentional effect to emotional pupilary responses to visual stimuli.

In Experiment 1, there was no significant interaction for the velocity of the pupil dilation between

the stimulus condition and the task condition; compared to the neutral pictures, both the positive and

negative pictures elicited a larger pupil dilation in all task conditions. The results for the emotional

task and the no task in Experiment 1 coincided with findings from the previous study indicating that

the pupil diameter dilated more to the emotional pictures than to the neutral pictures regardless of

the participants’ mode of viewing (Snowden et al., 2016). Schupp et al. reported an interference with

the selective emotional processing when visual attentional resources are allocated for a visual target

(horizontal or vertical lines) superimposed on the IAPS pictures (Schupp et al., 2007). However, in

our experiment, the target dot or sound during an emotional stimulus presentation in both visual

and auditory tasks was not presented in all trials analyzed for the pupillary response. Therefore,

we conjectured that the emotional pupillary responses to the IAPS pictures were elicited in all task

conditions because the visual target (e.g., target dot) to divert attention did not exist, which is not

dissimilar to the reports of Schupp et al. Moreover, our pupillometry results for the auditory task in

Experiment 1 revealed that the velocity of the pupil dilation when the participants attended to the

emotional pictures was faster compared to that for the neutral pictures. Schupp et al. reported that

the processing of the emotional pictures was not modulated by the additional auditory detection task

of increasing complexity (Schupp et al., 2008), suggesting that the emotion processing in the visual

domain is not affected by the task demands in the auditory modality (Gerdes et al., 2014). Thus, the

processing of the emotional pictures in Experiment 1 was unlikely to be disrupted by the auditory

task because visual and auditory modalities use independent attentional resources.

In Experiment 2, there was a trend towards a significant interaction between the stimulus condition

and the task condition for the velocity of the pupil dilation, suggesting that the velocity of the pupil

dilation for the negative sounds in the emotional and auditory tasks may have been faster than that

for the positive and neutral sounds. Although our results are consistent with the previous findings

(Partala and Surakka, 2003) in that pupillary response to the negative sounds was larger than that

to the neutral sounds, the results for the pupillary response to the positive sounds were different from

the previous findings. This difference may be due to the results of the subjective rating to the IADS

sounds in the emotional task, whereby negative emotions were elicited more than positive and neutral

emotions. Therefore, the velocity of the pupil dilation for the negative sounds in the emotional and
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auditory tasks may have been faster than that for the positive sounds because the emotional evaluation

of the positive sounds was lower than for the negative sounds (Kinner et al., 2017). The no task and the

visual task in Experiment 2 did not need as much auditory attention during the stimulus presentation

compared to the emotional task and the auditory task, indicating that the emotional responses of the

pupillary change in Experiment 2 were elicited only in the conditions where the participants attended

to auditory modalities. Thus, the emotional pupillary responses to the sounds in the no task and the

visual task may have been suppressed because attention was paid to the fixation point of a different

modality rather than to the emotional stimuli, in an agreement with the previous study (Schupp et al.,

2008).

The dissimilarity of the pupillary responses between Experiment 1 and Experiment 2 included the

following: whereas emotional pupillary responses to visual stimuli were elicited in all task conditions,

emotional pupillary responses to auditory stimuli were elicited only when attention was paid to the

auditory modality during the stimulus presentation (emotional task, auditory task). Previous studies

on unconscious emotional processing of visual stimuli have demonstrated that emotional responses

can be elicited by subliminal perception (Nomura et al., 2004; Hermans et al., 2003; Tamietto and

De Gelder, 2010). In contrast, Lähteenmäki et al. reported that the affective auditory processing is

dependent on awareness, and emotional responses were not elicited during the nonconscious auditory

processing (Lähteenmäki et al., 2018). In our experiments, there was no difference in emotional

pupillary responses between the visual and auditory stimuli when attention was paid to the emotional

stimuli (Experiment 1: emotional task and visual task, Experiment 2: emotional task and auditory

task). However, in the conditions in which the participants did not need to attend to emotional

stimuli (Experiment 1: no task and auditory task, Experiment 2: no task and visual task), the

pupillary response to emotional visual stimuli was more dilated compared to that of the neutral

pictures, whereas the pupillary response to emotional auditory stimuli did not dilate. We, therefore,

propose a different feature of emotional pupillary responses to visual and auditory stimuli, whereby

unconscious emotional pupillary responses to visual stimuli are elicited whereas unconscious emotional

pupillary responses to auditory stimuli are not evoked (or minimally evoked).

Taken together, the current data of pupillary responses reveal emotional responses depend on

attentional allocation to visual and auditory stimuli. Emotional pupillary responses to visual stimuli

were evoked in all attentional states, whereas emotional pupillary responses to auditory stimuli were

only evoked in cases where the participants attended to the auditory modality. However, there are

some limitations in this study considering most effects that are not a large effect size, and non-

significant interaction between the stimulus condition, the task condition, and modality condition,

which undermine our conclusion of asymmetrical characteristics of emotional responses to pictures

and sounds. In this study, we used an erotic stimulus, which might cause a gender difference in

emotional response, and we could not strictly control the emotional valence of the stimuli between

two modalities because we analyzed pupillary response according to the classification of the emotional

task. In addition, the visual stimuli in Experiment 1 were static images, whereas the auditory stimuli
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in Experiment 2 were dynamic sounds. This difference might influence the eye movement during

each trial, which is possible to be a potential contaminant for pupillary responses. Further studies

using sufficiently controlled stimuli (video and sound) between two modalities are needed in order to

investigate the difference in temporal processing between the two modalities. Moreover, the partial

overlap of the participants between Experiment 1 and 2 more complicated the comparison of pupillary

responses between the experiments.

Our findings suggest that differences in emotional pupillary responses to visual and auditory stimuli

must be considered in any research on cognitive emotion regulation. This will be conducive to the

establishment of new methods of cognitive emotional regulation, whereby emotional responses elicited

by one sensory modality are prompted or suppressed by stimuli from another sensory modality.



Chapter 4

Emotion estimation method using
pupillometry

A similar version of this chapter will be submitted as:

Shimizu, K., Nakakoga, S., Muramatsu, J., Minami, T., & Nakauchi, S., Pupillary response to beep

sound reflects emotion: emotion estimation method using probe stimulus. The European Conference

on Visual Perception 2019, Leuven, Belgium, August 2019, Perception, 48(1) 152-152.

The estimation of emotional states using physiological responses has become an important goal.

Currently, in existing studies using physiological responses for emotion estimation, the physiological

responses are directly linked to the timing of emotion elicitation, such as the onset of emotional image

or sound. Utilizing a separate probe stimulus can avoid this confound. For example, the attentional

state to an unexpected tone is enhanced after negative images are viewed. This study investigated

pupillary responses to an auditory stimulus after a positive, negative, or neutral emotional state was

elicited by an emotional image. An emotional image was followed by a beep sound that was either

repetitive or unexpected, and the pupillary dilation was measured. Our results showed that the

early component of the pupillary response to the beep sound was larger for negative and positive

emotional states than neutral, whereas the late component was larger for positive emotional states.

The pupil response’s peak latency was earlier for negative images than neutral or positive. Finally,

SVM classified the emotional state based on the pupillary response with 80% accuracy. Our study

suggests that emotional states can be estimated from the amplitude and the latency of pupil activity

in response to an auditory probe.

43
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4.1 Introduction

In recent years, with the development of computers and biological signals, some researchers have es-

timated the human emotional state from physiological indicators (such as electroencephalogram, eye

movement, and heart rate) with the goal of utilizing them in the communication between humans

and computers (Luneski et al., 2010). One of the key elements of this approach is estimating human

emotional states from behavioral and physiological responses (Frantzidis et al., 2010). While elec-

troencephalogram (EEG) has been widely used as a biomedical signal indicator (Kim et al., 2013),

pupillary responses are less expensive to measure and have recently received more attention. The

Pupillary Dilation Response (PDR) is controlled by the level of activity of the locus coeruleus (LC)

(Aston-jones and Cohen, 2005). Therefore, the pupillary response has been considered indirect evi-

dence of mental activity such as arousal; Bradley et al. found that the pupillary response to images

from the International Affective Picture Set (IAPS; Lang et al., 2008) was associated with the arousal

level of the emotional stimuli, suggesting that the pupil is mediated by sympathetic nervous system

activation (Bradley et al., 2008). Many studies investigating the association between emotionally

arousing stimuli, such as images and sounds, and pupillary responses have reported that participants

show more pupillary dilation to the high arousal stimulus Bradley and Lang (2015); Henderson et al.

(2014); Kinner et al. (2017); Nakakoga et al. (2020); Partala and Surakka (2003); Snowden et al.

(2016).

Most of the recent studies examining emotion estimation using biological signals were based on the

difference between the biological signal responses immediately before and after presenting the emo-

tional stimulus, making it challenging to utilize this method for real-world applications. The probe

stimulus technique provides a solution to this problem. In this method, a stimulus unrelated to the

emotional stimulus, such as an auditory tone, is used as a probe stimulus, and the biological response

(such as an EEG signal) is measured (Suzuki et al., 2005). Some studies using multiple types of probes

have shown that differences in the frequency of a tone presentation affect the EEG event-related poten-

tials (ERPs). Tartar et al. investigated the ERPs associated with two types of beeps (standard tones,

which are presented frequently or as part of a repetitive background; and oddball tones, which are

presented infrequently and thus are considered deviant) that were presented after viewing negative or

neutral images of IAPS (Tartar et al., 2012). The results showed that oddball tones amplified the ERP

(late processing negativity) after negative images, while standard tones produced no difference when

presented after negative and neutral images. These results were interpreted as increased perceptual

resources for all sensory modalities when emotion was induced by the images (Collignon et al., 2008).

In addition, the oddball tones shared the increased attentional resources activated by the negative

images, and late processing negativities were enhanced by automatic attention (Alho, 1992).

Like the P300 ERP component, the PDR has been shown by multiple studies to exhibit a larger

response to deviant stimuli in the oddball task (Kamp and Donchin, 2015; Kinzuka et al., 2020; Liao

et al., 2016). Liao et al. measured the pupillary response to two types of sounds (standard and
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oddball) and showed that the PDR was significantly larger when the deviant sounds were presented

(Liao et al., 2016). If the emotional state can be estimated from the pupil response to the probe

stimulus, it can be estimated regardless of the timing of emotional arousal. In addition to this benefit,

the pupil response is less expensive to measure than other biological signal measurements such as

EEG, and it is a non-contact measurement, so it could be applied to any situation where the pupil

response can be used for emotion estimation.

A number of studies suggest that pupillary responses after emotionally arousing stimuli reflect

the arousal level regardless of emotional valence (Bradley et al., 2008; Partala and Surakka, 2003).

However, it is known that attentional states in irrelevant tasks after arousing negative emotion have

a negativity bias which negative emotion induced specific ERP latencies and amplitudes compared

to positive and neutral ERPs (Alexandrov et al., 2007; De Pascalis et al., 2005; Gulotta et al., 2013;

Pinheiro et al., 2017). Therefore, using the PDR latency as a variable should enable the estimation

of emotional valence as well as emotional arousal.

In this study, we examined whether three emotional states (positive, negative, and neutral) could be

classified based on the PDRs elicited by probe stimuli with two different presentation frequencies. We

hypothesized that a negative emotional state would induce a greater PDR for deviant sounds compared

to a neutral emotional state. We also aimed to categorize the three types of emotional states based on

the PDR response to the subsequent auditory stimulus, and hypothesized that the pupil responses to

probe stimuli with different presentation frequencies could be used by a machine learning algorithm

to estimate the participants’ emotional state. We further hypothesized that by using the PDR latency

as a variable, we could estimate emotional valence as well as emotional arousal.

4.2 Materials and methods

Participants

Thirty-two students (23 males; mean age = 21.3 years; range = 20 - 24 years; SD = 1.14 years) partic-

ipated in this experiment. All participants were students at the Toyohashi University of Technology.

A power analysis using G*Power software (G*power 3.1; Faul et al., 2007) indicated that a sample size

of 30 would achieve 80% power for a repeated measures design, given a medium effect size (f = 0.25)

and α = 0.05. Two participants were excluded due to equipment failure. All participants had normal

or corrected-to-normal vision, normal hearing based on self-reports. The experiment was performed

in accordance with the Declaration of Helsinki, and all participants provided written informed con-

sent before the experiment. The experimental procedure was approved by the Committee for Human

Research at the Toyohashi University of Technology.
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Stimuli

The visual stimuli included 150 pictures (19◦ × 14.2◦) selected from the IAPS database (Lang et al.,

2008), consisting of 40 neutral pictures (e.g., mushrooms, household objects, and neutral scenery)

followed by the standard tone (mean valence/arousal = 4.997, 2.953), 40 negative pictures (e.g., snakes,

guns, and human mutilation) followed by the standard tone (mean valence/arousal = 2.599, 6.052), 40

positive (e.g., babies, erotic couples, and delicious foods) pictures followed by the standard tone (mean

valence/arousal = 7.402, 6.005), 10 neutral pictures followed by the oddball tone (mean valence/arousal

= 5.043, 0.364), 10 negative pictures followed by the oddball tone (mean valence/arousal = 2.646,

6.117), and 10 positive pictures followed by the oddball tone (mean valence/arousal = 7.500, 5.979).

The IAPS pictures presented in combination with the oddball tone differed from the pictures in the

standard tone condition to avoid a decrease in response due to habituation to the emotional pictures.

The IAPS normative ratings were used to select the emotional category of each picture (see Fig.

4.1 and Fig. 4.2). All pictures were converted to grayscale using MATLAB 2017b, and the average

brightness of all pictures (Y = 101.098) was unified using the SHINE Toolbox (Willenbockel et al.,

2010).To reduce the pupillary light reflex, the brightness of the background (Y = 201.098) was higher

than the average brightness of the pictures. The auditory stimulus was produced using the MakeBeep

function in Psychtoolbox-3 (Brainard, 1997). The sinusoidal tones consisted of a 1,000 Hz low pitch

tone and a 1,500 Hz high pitch tone. The sampling rate of both tones was 22,050 Hz.

Procedure

Stimulus presentation and timing were controlled using MATLAB 2014a presentation software (Psy-

chtoolbox 3). The stimuli were displayed on an LCD monitor (ViewPixx/EEG, VPixx Technologies;

screen resolution: 1,920 × 1,080 pixels, refresh rate: 120 Hz) and presented through headphones

(SoundTrue around-ear headphones, BOSE) in a dark experimental room. The participant’s chin was

fixed at a viewing distance of 600.0 mm from the monitor.

Each participant performed 300 trials that were divided into 4 blocks of 75 trials to allow for

short breaks. Fig. 4.3 provides a visual representation of an experimental trial. Each trial presented

stimuli in the following order: fixation point (500 ms), visual stimulus (200 ms), fixation point (600

ms), auditory stimulus (100 ms), fixation point (1,900 ms), response period and inter-stimulus interval

(ISI) (3,000 ms). The visual stimulus consisted of either a neutral (n = 100, 33.3%), negative (n =

100, 33.3%), or positive (n = 100, 33.3%) picture, presented randomly. The auditory stimulus was

either an oddball (n = 60, 20%) or standard (n = 240, 80%) tone, presented randomly. For the

odd-numbered participants, the low pitch tone was used as the standard tone and high pitch tone was

used as the oddball. These assignments were reversed for the even-numbered participants, so as to

counterbalance any potential physiological response to the pitch of the tone itself. In addition, the

oddball tones were set to never be presented continuously and to not be presented in the first and last

trials of each session to further amplify the response to the oddball stimulus. At the end of each trial,
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Figure 4.1: Rating scores of the IAPS pictures in the standard tone condition

the participants used the computer keyboard to respond, identifying the emotional categorization of

the picture and pitch of the tone to ensure that they were paying attention to both stimuli. Possible

response combinations consisted of a neutral picture followed by a low pitch tone (key response 2),

neutral picture followed by a high pitch tone (key response 8), negative picture followed by a low

pitch tone (key response 1), negative picture followed by a high pitch tone (key response 7), positive

picture followed by a low pitch tone (key response 3), or a positive picture followed by a high pitch

tone (key response 9). Participants were given a practice session and encouraged to practice until they

memorized and were comfortable with the procedure, categorization task, and timing of the trial.

Pupillometry

Pupil diameter and eye movement were recorded at all times during the task except for the response

period and ISI. Pupil diameter and eye movement were monitored using an eye-tracking system (Eye-

link 1000 Plus, SR Research) that consists of a video camera and an infrared light source pointed at

the participant’s eyes and outputs the pupil size in arbitrary units. The pupil diameter was sampled

at 500 Hz in the left eye only. At the beginning of each session, a nine-point eye-tracker calibration
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Figure 4.2: Rating scores of the IAPS pictures in the oddball tone condition

High or Low?

Neutral, Negative 

or Positive?

Fixation Picture Fixation Tone Fixation Response ISI

500 ms 200 ms 600 ms 100 ms 1,900 ms 3,000 ms

Figure 4.3: Diagram of the experimental procedure

In each trial, a fixation point was first presented for 500 ms. The International Affective Picture Set (IAPS) image was

then presented for 200 ms. After the presentation of another fixation point for 600 ms, one of the two tones (standard or

oddball) was presented for 100 ms. Each trial was separated by a response period and an inter-stimulus interval (ISI) of

3,000 ms in total. Participants used the keypad to respond to the task in each block following the stimulus presentation.

was performed. Participants were instructed to refrain from blinking as much as possible during the

task.
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Data analysis

Behavioral data

Recorded pupillary and behavioral data were analyzed using MATLAB 2018a. The behavioral data

included the VSCAR (visual stimulus correct answer rate) and ASCAR (auditory stimulus correct

answer rate). The VSCAR was calculated by comparing the emotional valence categorized by the

participant in the task with the emotional valence of the IAPS normative ratings (for example, whether

the participant rated an IAPS image with a negative normative rating as a negative image). The

ASCAR was computed by comparing the pitch categorized by the participant in the task with the

correct pitch.

Pupillary data

The pupil data during eye blinks were interpolated using cubic-spline interpolation (Mathôt et al.,

2018). Trials in which the pupils could not be detected during the beginning or ending of the trial

were excluded from analysis. Next, subtractive baseline correction was applied for normalizing using

the mean pupil size during the 2 s before the auditory stimulus onset as a baseline (Mathôt et al.,

2018). Following the baseline correction, the pupil data for each trial were smoothed using a moving-

average filter with a 10 ms window and converted from the arbitrary units output by the eye tracking

system to millimeters, based on a previous study (Hayes and Petrov, 2016). Trials with additional

artifacts, revealed by exceeding 0.011 mm/ms for the velocity of the pupil response, were excluded

from the analysis. The average number of rejected trials was 39.83 ± 31.08 out of 300 trials per

participant. Finally, the grand-averaged pupil responses separated by picture category and tone type

were computed. Tone type and picture category were set by the correct pitch and the emotional

valence based on the normative rating in IAPS. Previous studies have shown that the early and late

components of the pupillary response to emotional pictures are different components that reflect the

activity of the sympathetic and parasympathetic nervous systems, respectively (Bradley et al., 2017).

Therefore, Tthe early and late components of the PDR were respectively measured as the average

pupil diameter between 0 ‒ 850 ms and 850 ‒ 1,700 ms following the tone onset. Peak latency of

pupillary response reflects many cognitive factors (Mathôt, 2018), such as the frequency of stimulus

presentation (Reinhard et al., 2007). The PDR peak was defined as the largest pupil diameter observed

within the 0 ‒ 1,700 ms following the tone onset, and the PDR latency was defined as the duration

between the tone onset and PDR peak.

The early component, late component, and PDR latency for each trial were averaged across trials

and tone types. The values were normalized using Z-scores and classified into emotional conditions

using an SVM with a linear kernel. The confusion matrix was generated using leave-one-out cross-

validation.
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Statistical analysis

All statistical analyses were conducted using R software (version 3.4.4). Two-way ANOVAs were per-

formed using picture category (neutral, negative, and positive) and tone type (standard and oddball)

as within-subject factors. The level of statistical significance was set to p < 0.05 for all analyses. The

pairwise comparisons for the main effects were corrected for multiple comparisons using the Modified

Sequentially Rejective Bonferroni (MSRB) procedure (Seaman et al., 1991). Effect sizes (partial η2)

were determined for the ANOVA effects. Greenhouse-Geisser corrections were performed when the

results of Mendoza’s multisample sphericity test were significant.

4.3 Results

Behavioral data

Behavioral analysis of the visual stimulus correct answer rate (VSCAR) revealed a main effect of

picture category (F (1.83, 53.05) = 49.919; p < 0.001; partial η2 = 0.633), but no main effect of

tone type (F (1, 29) = 0.041; p = 0.840; partial η2 = 0.001). Multiple comparisons of picture

category data showed that the VSCAR was higher for neutral and negative pictures compared to

positive pictures (allp < 0.001). In addition, the picture category × tone type interaction was

significant (F (1.77, 51.31) = 3.938; p = 0.030; partial η2 = 0.120). Post hoc analyses revealed

that the VSCAR was significantly higher for a standard tone than an oddball tone when it fol-

lowed a neutral picture (F (1, 29) = 4.679; p < 0.039; partial η2 = 0.139), and the VSCAR was

significantly higher for an oddball tone than a standard tone when it followed a negative picture

(F (1, 29) = 6.639; p = 0.015; partial η2 = 0.186). Additionally, there was a main effect of picture

category for standard tones (F (1.72, 49.89) = 46.838; p < 0.001; partial η2 = 0.618) and a main

effect of picture category for oddball tones (F (1.92, 55.8) = 41.037; p < 0.001; partial η2 = 0.586).

Multiple comparisons for picture category with a standard tone showed that the VSCAR for pos-

itive images was lower compared to that of neutral and negative images for standard tone trials

(allp < 0.001), and the VSCAR was higher for neutral images than negative images for standard

tone trials (p = 0.036). Multiple comparisons for picture category with an oddball tone showed that

the VSCAR to positive images was lower compared to neutral and negative images for oddball tone

trials (allp < 0.001). The analysis of auditory stimulus correct answer rate (ASCAR) revealed a main

effect of tone type (F (1, 29) = 7.966; p = 0.009; partial η2 = 0.216) but no main effect of picture

category (F (1.88, 54.6) = 1.299; p = 0.280; partial η2 = 0.043). There was no significant interaction

(F (1.86, 54.05) = 0.855; p = 0.424; partial η2 = 0.029). The behavioral data are presented in Fig.

4.4.
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Figure 4.4: Behavioral results

(a) The visual stimulus correct answer rate (VSCAR). (b) The auditory stimulus correct answer rate (ASCAR). The

error bars indicate the standard error of the mean.

Pupillary data

Fig. 4.5 presents the grand-averaged pupil responses from the picture onset, separated by picture

category and tone type. Fig. 4.6 presents the grand-averaged pupil responses from the tone onset,

separated by picture category and tone type. The early component, late component, and PDR latency

are shown in Fig. 4.7. The analysis of the early component revealed main effects of picture category

(F (1.82, 52.81) = 14.670; p < 0.001; partial η2 = 0.336) and tone type (F (1, 29) = 6.456; p =

0.017; partial η2 = 0.182). Multiple comparisons for picture category showed that the early component

was larger on negative and positive picture trials compared to neutral picture trials (allp < 0.001).

There was no significant interaction (F (1.84, 53.45) = 0.766; p = 0.460; partial η2 = 0.026).

The analysis of the late component revealed main effects of picture category (F (1.7, 49.43) =

15.826; p < 0.001; partial η2 = 0.353) and tone type (F (1, 29) = 57.630; p < 0.001; partial η2 =

0.665). Multiple comparisons for picture category showed that the late component was larger for

positive pictures compared to neutral and negative pictures (allp < 0.001). There was no significant

interaction (F (1.69, 48.87) = 0.510; p = 0.573; partial η2 = 0.017).

The analysis of the PDR latency revealed main effects of picture category (F (1.59, 46.01) =

11.851; p < 0.001; partial η2 = 0.290) and tone type (F (1, 29) = 55.236; p < 0.001; partial η2 =

0.656). Multiple comparisons for picture category showed that the PDR latency was shorter for

negative pictures compared to neutral (p < 0.05) and positive (p < 0.001) pictures. There was no
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Figure 4.5: Grand-averaged time course of pupillary responses from the picture onset

The horizontal axis indicates the time (s) from the presentation onset of the picture, while the vertical axis indicates the

grand-averaged change in pupil dilation from baseline (－ 200 ms to 0 ms). Shaded areas represent the standard error of

the mean.

significant interaction (F (1.86, 54.08) = 0.729; p = 0.478; partial η2 = 0.025).

Classification using support vector machine (SVM)

The confusion matrix is shown in Table 4.1. The average emotion identification rate was 80.00%. For

comparison, a random guess would have an accuracy of 33% because three possible emotional states

were used.
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Figure 4.6: Grand-averaged time course of pupillary responses from the tone onset

The horizontal axis indicates the time (s) from the presentation onset of the sound, while the vertical axis indicates the

grand-averaged change in pupil dilation from baseline (－ 200 ms to 0 ms). Shaded areas represent the standard error of

the mean.

Table 4.1: Classification accuracy level for three distinct emotions by a support vector machine

Actual
Estimation

Neutral Negative Positive Identification rate [%]

Neutal 24 2 4 80.00
Negative 5 22 3 73.33
Positive 3 1 26 86.67
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Figure 4.7: Pupillary dilation response (PDR) components

(a) The early component (mean PDR between 0 - 0.85 s). (b) The late component (mean PDR between 0.85 - 1.7 s).

(c) The PDR latency between tone onset and the peak PDR amplitude. The error bars indicate the standard error of

the mean.
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4.4 Discussion

We examined the pupillary responses to auditory stimuli in an oddball paradigm, with the auditory

probe presented after images that arouse positive, negative, or neutral emotions to estimate the three

emotional states based on the pupillary responses to the probe stimuli. As a result, an SVM using

the amplitude and latency of the pupil response to auditory stimulus presentation onset as the feature

quantities could be classified into the three emotional states with high accuracy. However, contrary

to our hypothesis, the frequency of the sound presentation did not affect the emotion estimation.

For the early component of the pupillary response, a main effect of picture category was observed,

and the pupillary responses to positive and negative images were larger than the responses to neutral

images. This result is consistent with several previous studies showing that pupillary responses are

associated with arousal regardless of valence because pupil dilation reflects arousal associated with

increased sympathetic activity (Bradley et al., 2008; Nakakoga et al., 2020; Partala and Surakka,

2003). For the late component, a main effect of picture category was also observed. In this case,

the response to positive images was larger than the response to neutral or negative images. Taylor

suggests an asymmetry in the negative state’s emotional valence, positing that people in a negative

emotional state make more effort to return to normal than those in a positive state (Taylor, 1991). In

the present study, the late component of the PDR may have been smaller following negative images

than positive images due to a decrease in the negative state arousal level as a result of the attempt to

return to the normal state. In the early and late components of the pupillary response, a main effect

was seen for the tone type, such that the pupil sizes were larger for deviant than for standard tones.

Several studies measuring pupillary responses in the oddball stimuli have found greater PDRs than

standard stimuli about 1 s after deviant stimulus presentation (Kamp and Donchin, 2015; Kinzuka

et al., 2020; Liao et al., 2016). This is consistent with the presence of PDRs due to deviant stimuli

in the early and late component of the pupil response in the present study. For the PDR latency,

a main effect of picture category was observed, and the peak latency of the response to negative

images occurred earlier than that of neutral and positive images. Studies that have examined ERP

in response to unrelated tonal stimuli presented during a state of emotional arousal have shown that

the specific response to a tone in the negative state is found in the mismatch negativity (MMN) (De

Pascalis et al., 2005; Pinheiro et al., 2017) and P300a (Alexandrov et al., 2007; Gulotta et al., 2013)

ERP components. Such effects are known as ”negativity bias” and serve as priming for increasing

attentional resources for the next stimulus (Tartar et al., 2012). In the present study, PDR latency

was shorter in the negative condition, which may be due to the increase in attentional resources to

the subsequent probe stimulus.

The present results provide evidence that the PDR reflects an oddball response. However, there was

no interaction between the affective and sound presentation frequency conditions, and the frequency

of presentation of the probe stimulus did not contribute to the affective estimation. In Suzuki et

al.’s study, task-less probe sound stimuli produced differences in ERPs between trials in which the
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participant watched interesting versus uninteresting videos, regardless of the tone type (oddball or

standard) (Suzuki et al., 2005). Another limitation of this technique is that the pupillary response has

a lower temporal resolution than EEG, and several components are not independent of each other,

though this is also true of ERPs. Furthermore, the difference in pupillary responses between emotional

conditions after the probe stimulus in the current task was smaller than that between deviant and

standard tones. This may be the reason that an interaction between presentation frequency and

emotional conditions was not observed, as the differences between the standard and deviant response

may have overshadowed the differences between emotional responses. Overall, our results suggest that

the frequency of stimulus presentation is irrelevant when the pupil response to probe stimuli is used

for emotion estimation.

In conclusion, we used pupil responses to probe stimuli to estimate emotional state. The results

showed that the early and late components of the pupil response to the probe stimulus were specific

to neutral and positive emotions, respectively, and the latency of the pupil response peak was shorter

only in the negative conditions. Furthermore, the classification results using these components as

features suggest that it is possible to use the PDR to estimate emotions with high accuracy. The

classification results also suggest that the presentation frequency of the probe sound did not affect

emotion estimation. A limitation of this study is that the presentation interval between the emotional

image and the probe sound was always constant, and the participants were actively listening for the

probe sound to perform the response task. In addition, the ratio of responses to the positive images

consistent with the IAPS ratings was lower than negative and neutral. Since the participants in this

study were only Japanese, we believe that the bias in the evaluation was due to the influence of cultural

differences in emotional arousal by IAPS (Huang et al., 2015). To increase the applicability of the

results, it is necessary to present probe sounds at random times during the presentation of emotion-

arousing videos and infer emotions from the pupil responses in a passive state. Future studies should

also investigate the use of other modalities by using sensory stimuli other than sound (e.g., tactile

stimuli) as probe stimuli to verify the emotional estimation accuracy of the pupillary responses. This

will eventually lead to the estimation of changes in emotions over time from pupillary responses, using

probes to the necessary modality as input stimuli. In addition, it is necessary to verify whether the

proposed method can estimate the emotion for all generations because the participants in this study

were limited to those in their 20s.



Chapter 5

Conclusion

In this thesis, we investigated the mechanisms of emotion and facial expression recognition, which have

not yet been elucidated, using pupillary responses. In addition, we attempted to estimate emotional

states using the pupillary responses based on these findings. Here, we summarize the findings and

insights from the three studies.

5.1 Facial expression and facial color

We investigated the mechanisms of facial color effect on expression recognition using pupillometry

(Chapter 2).

Purpose

• To investigate whether information about facial color contributes to the identification of facial

expression in low-resolution facial stimuli.

• To clarify the mechanism of the facial color effect on facial expression recognition using the

pupillary response during facial expression identification.

Contribution

• The results of the facial expression identification task suggest that the effect of facial color

(reddish-colored) information on facial expression recognition becomes stronger as the level of

blur increases for angry expressions.

• The pupillary response reflects the behavioral result that participants can identify differences of

facial expression in the reddish-color condition, even though it is more blurred.

This study investigated the contribution of facial color to expression recognition in blur images with

the measurement of behavior and pupillary change. In the experiment, the face stimuli of facial colors

57
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(natural color, reddish) with different expressions (neutral, and anger) in 3 blur levels were presented.

Participants performed a task of expression identification to the stimulus. Behavioral results indicated

that the facial color has a significant contribution to expression recognition as blur level increases.

Then, the results of pupillometry showed that the reddish-color provided the information necessary to

identify anger. These results showed the contribution of facial color increases in both psychophysics

and pupillary experiment as blur level increases, which suggested that facial color emphasizes the

characteristics of specific facial expression.

5.2 Pupillary response to visual and auditory emotional stimuli

We investigated the relationship of attentional states with emotional unimodal stimuli (pictures or

sounds) using pupillometry in two experiments (Chapter 3).

Purpose

• To clarify the relationship between the attentional state and emotional response to visual stimuli

(IAPS images) using pupillometry.

• To clarify the relationship between the attentional state and emotional response to auditory

stimuli using (IADS sounds) pupillometry.

• To compare the symmetry of the relationship between attentional states and emotional responses

to visual and auditory stimuli from two experiments

Contribution

• Emotional responses to visual stimuli were evoked in all attentional states.

• Emotional responses to auditory stimuli were only evoked in cases where the participants at-

tended to the auditory modality.

• We suggested that asymmetrical characteristics of emotional responses to pictures and sounds.

In this study, we aimed to elucidate the relationship of attentional states to emotional unimodal

stimuli (pictures or sounds) and emotional responses by measuring the pupil diameter. In experiment

1 about vition, we set four task conditions to modulate the attentional state (emotional task, no task,

visual detection task, and auditory detection task). We observed that the velocity of pupillary dilation

was faster during the presentation of emotionally arousing pictures. Importantly, this effect was not

dependent on the task condition. In experiment 2 about audition, We observed a trend towards a

significant interaction between the stimulus and the task conditions with regard to the velocity of

pupillary dilation. In the emotional and auditory detection tasks, the velocity of pupillary dilation
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was faster with positive and neutral sounds than negative sounds. Taken together, the current data

reveal that different pupillary responses were elicited to emotional visual and auditory stimuli, despite

both experiments being sufficiently controlled to be of symmetrical experimental design.

5.3 Emotion estimation by pupillometry

We examined whether the emotional states could be classified based on the pupillary reopnses elicited

by sound probe stimuli (Chapter 4).

Purpose

• To investigate whether pupillary responses after the presentation of sound probe stimuli can be

used to estimate emotional states

• To clarify if differences in presentation frequency of sound probe stimuli affect the estimation of

emotional states

Contribution

• Pupillary responses after the presentation of sound probe stimuli suggested that the three emo-

tional states (positive, negative, and neutral) could be estimated with high accuracy.

• The frequency of presentation of the sound probe stimuli did not affect the estimation of emo-

tional states.

This study investigated pupillary responses to an auditory stimulus after a positive, negative,

or neutral emotional state was elicited by an emotional image. An emotional image was followed

by a beep sound that was either repetitive or unexpected, and the pupillary dilation was measured.

Our results showed that the early component of the pupillary response to the beep sound was larger

for negative and positive emotional states than neutral, whereas the late component was larger for

positive emotional states. The pupil response’s peak latency was earlier for negative images than

neutral or positive. Finally, SVM classified the emotional state based on the pupillary response with

80% accuracy. Our study suggests that emotional states can be estimated from the amplitude and

the latency of pupil activity in response to an auditory probe.

5.4 General discussion

Pupillary responses as an indicator of emotional response

We conclude the features of all the pupil parameters in this study as indicators of emotional response.
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Time-average

• Time-average of pupillary response is the most common index of pupillary response related to

cognitive factors.

• The early component (initial light reflex) during arousal picture viewing reflects the decline

of parasympathetic nervous activity. In contrast, the late component reflects the increase of

sympathetic nervous activity (Bradley et al., 2017).

• There is no clear criterion for which interval should be averaged. It is necessary to calculate the

appropriate time-average depending on the presentation time and experimental conditions.

Peak amplitude of constriction

• Initial light reflexes after stimulus presentation are suppressed in response to stimuli with high

arousal (Henderson et al., 2014)

• Pupillary changes due to other factors, such as perceived luminance of the stimulus, is greater

than that due to cognitive factors.

Gradient value of dilation

• The gradient value of dilation is an index that is used to extract purely the movement of the

pupillary dilator muscles, which reflects the activity of the locus ceruleus (LC) (Aston-jones and

Cohen, 2005; Kinner et al., 2017).

• In order to use the velocity of dilation as an index, a certain degree of dilation range is required.

If it is saturated, it cannot be extracted as an index.

Peak latency of dilation to beep sound

• Time-average and peak amplitude of constriction reflect the arousal state in emotional responses.

However, peak latency of dilation to beep sound is a new index that varies with emotional valence

(positive or negative).

• The peak latency of dilation to beep sound may reflect the negativity bias, in which attention

to subsequent stimuli is enhanced during the negative state (Tartar et al., 2012).

Conclusion

The present study suggests that pupillometry is a useful physiological indicator for facial expression

recognition, which is influenced by any context (Chap. 2), and for unconscious emotional reactions,

which could not be measured by subjective reports (Chap. 3). In addition, it was suggested that
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pupillary responses to probe sound stimuli could estimate three emotional states (positive, negative,

and neutral) (Chap. 4). Taken together, the pupillometry as an index of emotional response could be

applied to a wide range, both conscious and unconscious.

Future works

Pupillary responses are known to reflect all cognitive states, including emotional states. However, the

pupil change caused by cognitive factors is about 0.5 mm, which is much smaller than that caused by

luminance factors (Sirois and Brisson, 2014). However, in a recent study about pupillometry, there is

a technique for estimating pupillary responses for only cognitive factors considering the changes in the

brightness of a stimulus (Watson and Yellott, 2012). In addition, the four pupil indices used in this

study described above have been shown to be useful for extracting emotional states in any situation.

We hope that such researches on pupillometry will be further developed in the future, and that the

pupillary response based emotion estimation conducted in Chapter 4 will be used in daily life.
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Aluja, A., Rossier, J., Blanch, Á., Blanco, E., Mart́ı-Guiu, M., and Balada, F. (2015). Personality

effects and sex differences on the International Affective Picture System (IAPS): A Spanish and

Swiss study. Personality and Individual Differences, 77:143–148.

Anders, S., Eippert, F., Weiskopf, N., and Veit, R. (2008). The human amygdala is sensitive to

the valence of pictures and sounds irrespective of arousal: An fMRI study. Social Cognitive and

Affective Neuroscience, 3(3):233–243.

Aston-jones, G. and Cohen, J. D. (2005). An Integrative Theory of Locus Function : Adaptive Gain

and Optimal Performance. Annual Review of Neuroscience, 28:403–450.

Beatty, J. and Lucero-Wagoner, B. (2000). The pupillary system. Handbook of psychophysiology (2nd

ed.)., 2:142–162.

Benarroch, E. E. (2009). The locus ceruleus norepinephrine system Functional organization and

potential clinical significance. Neurology, 73(20):1699–1704.

Benitez-Quiroz, C. F., Srinivasan, R., and Martinez, A. M. (2018). Facial color is an efficient mecha-

nism to visually transmit emotion. Proceedings of the National Academy of Sciences of the United

States of America, 115(14):3581–3586.

Blair, R. J., Morris, J. S., Frith, C. D., Perrett, D. I., and Dolan, R. J. (1999). Dissociable neural

responses to facial expressions of sadness and anger. Brain, 122(5):883–893.

62



REFERENCES 63

Bonmassar, C., Widmann, A., and Wetzel, N. (2020). The impact of novelty and emotion on attention-

related neuronal and pupil responses in children. Developmental Cognitive Neuroscience, 42(Febru-

ary):100766.

Bradley, M. M. and Lang, P. J. (2000). Affective reactions to acoustic stimuli. Psychophysiology,

37(2):204–215.

Bradley, M. M. and Lang, P. J. (2007). The International Affective Digitized Sounds (2nd Edition;

IADS-2): affective ratings of sounds and instruction manual. Gainesville, Fl.: University of Florida,

NIMH Center for the Study of Emotion and Attention.

Bradley, M. M. and Lang, P. J. (2015). Memory, emotion, and pupil diameter : Repetition of natural

scenes. Psychophysiology, 52(9):1186–1193.

Bradley, M. M., Miccoli, L., Escrig, M. A., and Lang, P. J. (2008). The pupil as a measure of emotional

arousal and autonomic activation. Psychophysiology, 45(4):602–607.

Bradley, M. M., Sapigao, R. G., and Lang, P. J. (2017). Sympathetic ANS modulation of pupil

diameter in emotional scene perception: Effects of hedonic content, brightness, and contrast. Psy-

chophysiology, 54(10):1419–1435.

Brainard, D. H. (1997). The Psychophysics Toolbox. Spatial Vision, 10:443–446.

Breiter, H. C., Etcoff, N. L., Whalen, P. J., Kennedy, W. A., Rauch, S. L., Hyman, S. E., and Rosen,

B. R. (1996). Response and Habituation of the Human Amygdala during Visual Processing of

Facial Expression bilateral amygdala lesions have demonstrated impair-ments in recognition of fear.

Neuron, 17(5):875–887.

Bruce, V. and Langton, S. (1994). The use of pigmentation and shading information in recognising

the sex and identities of faces. Perception, 23(7):803–822.

Changizi, M. a., Zhang, Q., and Shimojo, S. (2006). Bare skin, blood and the evolution of primate

colour vision. Biology letters, 2(2):217–221.

Collignon, O., Girard, S., Gosselin, F., Roy, S., Saint-Amour, D., Lassonde, M., and Lepore, F. (2008).

Audio-visual integration of emotion expression. Brain Research, 1242:126–135.

Cuthbert, B. N., Bradleym, M. M., and Lang, P. J. (1996). Probing picture perception: Activation

and emotion. Psychophysiology, 33(2):103–111.
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Appendix A

Emotional responses to pictures and
sounds

A.1 Supporting Information in Chapter 3

IAPS numbers in Experiment 1 and IADS numbers in Experiment 2.

A.1.1 IAPS pictures

The IAPS pictures (Lang et al., 2008) used in this study were: Positive: 4220, 4250, 4290, 4599, 4643,

4659, 4687, 5629, 7280, 8030, 8034, 8170, 8185, 8193, 8300, 8370, 8461, 8470, 8501, 8549; Negative:

1019, 1120, 1220, 1274, 2683, 2688, 2981, 3150, 3350, 5971, 6021, 6230, 6242, 6510, 8485, 9250, 9429,

9622, 9902, 9921; Neutral: 1675, 1726, 2357, 2372, 2512, 2514, 2595, 2635, 5395, 7036, 7037, 7043,

7207, 7211, 7242, 7487, 7493, 7640, 8475, 9402.

A.1.2 IADS sounds

The IADS sounds (Bradley and Lang, 2007) used in this study were: Positive: 110, 200, 202, 220,

224, 230, 311, 352, 353, 360, 365, 367, 717, 726, 811, 813, 815, 816, 817, 820; Negative: 105, 116, 241,

242, 244, 250, 280, 283, 289, 295, 296, 423, 501, 600, 611, 626, 703, 711, 713, 730; Neutral: 104, 170,

171, 246, 262, 322, 373, 376, 376, 377, 382, 627, 698, 700, 701, 705, 708, 720, 722, 723.
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Appendix B

Emotion estimation method using
pupillometry

B.1 Supporting Information in Chapter 4

IAPS numbers in Experiment.

B.1.1 IAPS pictures

The IAPS pictures (Lang et al., 2008) used in this study were: Neutral (Standard): 2190, 2191, 2200,

2214, 2215, 2396, 2749, 2840, 2850, 2880, 5130, 5500, 5531, 5534, 5740, 7000, 7002, 7004, 7006, 7010,

7020, 7034, 7038, 7080, 7090, 7096, 7100, 7150, 7161, 7175, 7185, 7207, 7211, 7217, 7224, 7233, 7493,

7595, 7710, 9070; Neutral (Oddball): 2102, 2221, 5471, 5532, 6150, 7009, 7140, 7283, 7950, 9210;

Negative (Standard): 1019, 1090, 1201, 1220, 1525, 2120, 2683, 2691, 2717, 2981, 3100, 3120, 3130,

3150, 3170, 3180, 3230, 3250, 3500, 6020, 6210, 6242, 6313, 6410, 6540, 6821, 6838, 8231, 9040, 9140,

9250, 9253, 9410, 9421, 9429, 9433, 9495, 9594, 9902, 9921; Negative (Oddball): 1111, 1274, 2800,

3000, 3350, 5971, 6510, 8485, 9042, 9622; Positive (Standard): 1811, 2058, 2345, 4220, 4617, 4626,

4640, 4659, 4680, 4687, 5260, 5470, 5600, 5621, 5629, 5700, 5833, 5910, 7230, 7270, 7330, 8030, 8034,

8041, 8080, 8090, 8170, 8180, 8185, 8200, 8210, 8280, 8300, 8370, 8380, 8400, 8420, 8470, 8499, 8502;

Positive (Oddball): 1710, 2208, 4290, 4660, 5460, 5480, 7400, 8190, 8501, 9156.
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